## Turkish Journal of Mathematics

http://journals.tubitak.gov.tr/math/

Turk J Math
(2013) 37: $80-94$
(C) TÜBİTAK
doi:10.3906/mat-1104-41

# Generating systems of differential invariants and the theorem on existence for curves in the pseudo-Euclidean geometry 

Djavvat KHADJIEV, İdris ÖREN*, Ömer PEKŞEN

Department of Mathematics, Karadeniz Technical University, Trabzon, 61080, Turkey

| Received: 27.04 .2011 | Accepted: 09.08 .2011 | Published Online: 17.12 .2012 | Printed: 14.01 .2013 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


#### Abstract

Let $M(n, p)$ be the group of all motions of an $n$-dimensional pseudo-Euclidean space of index $p$. It is proved that the complete system of $\mathrm{M}(\mathrm{n}, \mathrm{p})$-invariant differential rational functions of a path (curve) is a generating system of the differential field of all $M(n, p)$-invariant differential rational functions of a path (curve), respectively. A fundamental system of relations between elements of the complete system of $\mathrm{M}(\mathrm{n}, \mathrm{p})$-invariant differential rational functions of a path (curve) is described.
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## 1. Introduction

The present paper is a continuation of our paper [18]. Let $E_{p}^{n}$ be the $n$-dimensional pseudo-Euclidean space of index $p$ (that is the space $R^{n}$ with the scalar product $<x, y>=-x_{1} y_{1}-\cdots-x_{p} y_{p}+x_{p+1} y_{p+1}+\cdots+x_{n} y_{n}$ ), $O(n, p)$ is the group of all pseudo-orthogonal transformations of $E_{p}^{n}, M(n, p)=\left\{F: E_{p}^{n} \rightarrow E_{p}^{n} \mid F x=g x+b\right.$, $\left.g \in O(n, p), b \in E_{p}^{n}\right\}$ and $S M(n, p)=\{F \in M(n, p): \operatorname{det} g=1\}$.

Here, for groups $G=M(n, p)$ and $G=S M(n, p)$, we prove that the complete system of G-invariant differential rational functions of a path (curve) obtained in [18, Theorems 2-3 and Corollaries $1-2]$ is a generating system of the differential field of all $G$-invariant differential rational functions of a path (respectively, curve). We describe a fundamental system of relations between elements of the complete system of G-invariant functions of a path (curve) (i.e., global existence theorems for a path and a curve).

For groups $G=M(n, 0)$ and $G=S M(n, 0)$, the generating system of the differential field of all $G$ invariant differential rational functions of a path in the Euclidean space $E_{0}^{n}$ was obtained in [16]. The FrenetSerret equation for both time-like and space-like curves in spaces $E_{1}^{3}$ and $E_{1}^{4}$ is given in $[12,13,22]$. In papers $[1,4,5,8,14,19,20]$, the Frenet-Serret equation is extended from non-null curves in $E_{1}^{3}, E_{1}^{4}$ and $E_{2}^{4}$ to null (lightlike, isotropic) curves. For arbitrary $n$, the Frenet-Serret equation is obtained for the Lorentz space $E_{1}^{n}$ in [2], $[9, \mathrm{pp} .52-76]$. The Frenet-Serret equation in $E_{p}^{n}$ for arbitrary $n$ and index $p$ is considered in [3, 6, 7]. Existence and rigidity (that is uniqueness) theorems for curves in spaces $E_{1}^{3}$ and $E_{1}^{4}$ are studied in [5] and thesis [13] (in the case with constant coefficients). In papers [5, 14], existence and rigidity theorems are

[^0]extended from non-null curves in $E_{1}^{3}$ and $E_{1}^{4}$ to null curves. For arbitrary $n$, existence and rigidity theorems are extended to the Lorentz space $E_{1}^{n}$ and to the space $E_{2}^{n}$ in [9, pp. 52-76]; and [10, 11]. For arbitrary $n$ and index $p$, existence and rigidity theorems for curves in $E_{p}^{n}$ are considered in the paper [6]. In these papers, existence theorems are local. The rigid group in the rigidity theorem is given in $[6,12,14]$. The rigid groups in papers $[14,12,6]$ are $S M(3,1), S M(4,1)$ and $S M(n, p)$, respectively.

This paper is organized as follows. In Section 2, a definition of the differential field of all $G$-invariant differential rational functions of a path (curve) is given. For groups $G=M(n, p), S M(n, p)$, it is proved that the complete system of G-invariant differential rational functions of a path (curve) obtaining in [18, Theorems 2 and 3 and Corollaries 1 and 2] is a generating system of the differential field of all $G$-invariant differential rational functions of a path (curve), respectively. (Theorems 1, 2). In Section 3, the description of a fundamental system of relations between elements of the complete system of G-invariant functions of a path (curve) is given (Theorems 3-4 and Corollary 4).

In this paper we use definitions and notations of the paper [18].

## 2. Invariant differential rational functions of paths and curves

Below we cite some notation and facts from the differential algebra (see [15-17]) in a form which is convenient for our considerations. Let $R$ be a field of real numbers. Consider the ring $R\left[y_{0}, y_{1} \ldots, y_{n}, \ldots\right]$ of polynomials with real coefficients in the countable set of variables $\left\{y_{0}, y_{1} \ldots, y_{n}, \ldots\right\}$. We let $y_{0}=y, y_{1}=y^{\prime}, \ldots, y_{m+1}=$ $\left(y_{m}\right)^{\prime}=y^{(m+1)}$. The operation ${ }^{\prime}: y_{m} \rightarrow y_{m}^{\prime}$ will be called the differentiation of an element $y_{m}$. Using the Leibniz rule, this operation can be uniquely extended to the ring $R\left[y_{0}, y_{1} \ldots, y_{n}, \ldots\right]$. As a result, we obtain a differential $R$-algebra (d-algebra), which will be denoted by $R\{y\}$. Elements of this $d$-algebra are called differential polynomials in $y$ with coefficients from $R$. We denote elements of $R\{y\}$ by $f\{y\}$. The element $y$ is called the differential variable (unknown).

Differential polynomials $f\left\{z_{1}, \ldots, z_{n}\right\}$ and the $d$-algebra $R\left\{z_{1}, \ldots, z_{n}\right\}$ in a finite number of differential variables $z_{1}, \ldots, z_{n}$ are defined in a similar manner.

We denote by $C^{\infty}(J)$ the set of all infinitely differentiable functions on an interval $J=(a, b)$. Let $f\{y\}$ be a differential polynomial in a differential variable, and let $y(t) \in C^{\infty}(J)$. In the expression $f\{y\}$, let $y$ to $y(t)$ and polynomial term $y^{(n)}$ to $\frac{d^{n} y(t)}{d t^{n}}(\mathrm{n}=1,2, \ldots)$. We denote the obtained expression by $f\{y(t)\}$. The expression $f\{y(t)\}$ is a polynomial in $y(t)$ and a finite number of derivatives of $y(t)$. For $f_{1}, f_{2} \in R\{y\}$, $f_{1}=f_{2}$ if and only if $f_{1}\{y(t)\}=f_{2}\{y(t)\}$ for all $y(t) \in C^{\infty}(J)$.

The set of all expressions $f\{y(t)\}$, where $f \in R\{y\}$, will be denoted by $R\{y(t)\} . R\{y(t)\}$ is an $R$ algebra with respect to the standard operations of addition and multiplication of functions and multiplication of a function by a real number. $R\{y(t)\}$ becomes a differential $R$-algebra if $\frac{d}{d t}$ is taken as the operation of differentiation. One can easily see that the mapping $f\{y\} \rightarrow f\{y(t)\}$ is an isomorphism of differential $R$-algebras $R\{y\}$ and $R\{y(t)\}$. A similar fact takes place for differential polynomials $f\left\{z_{1}, \ldots, z_{n}\right\}$ in several variables $z_{1}, \ldots, z_{n}$. Let us replace in $f\left\{z_{1}, \ldots, z_{n}\right\}$ the element $z_{i}(i=1,2, \ldots, n)$ by $z_{i}(t) \in$ $C^{\infty}(J)$ and the element $z_{i}^{(m)}$ by the function $\frac{d^{m} z_{i}(t)}{d t^{m}}(m=1,2,3, \ldots)$. Denote the obtained expression by $f\left\{z_{1}(t), \ldots, z_{n}(t)\right\}$. We denote by $R\left\{z_{1}(t), \ldots, z_{n}(t)\right\}$ the set of all $f\left\{z_{1}(t), \ldots, z_{n}(t)\right\}$, where $f \in$ $R\left\{z_{1}, \ldots, z_{n}\right\} . R\left\{z_{1}(t), \ldots, z_{n}(t)\right\}$ is a differential $R$-algebra with respect to the standard operations over
functions and the operation $\frac{d}{d t}$. The differential algebras $R\left\{z_{1}, \ldots, z_{n}\right\}$ and $R\left\{z_{1}(t), \ldots, z_{n}(t)\right\}$ are isomorphic, and to the operation of differentiation in $R\left\{z_{1}, \ldots, z_{n}\right\}$ the operation $\frac{d}{d t}$ in $R\left\{z_{1}(t), \ldots, z_{n}(t)\right\}$ corresponds.

The transition from $f\left\{z_{1}, \ldots, z_{n}\right\}$ to $f\left\{z_{1}(t), \ldots, z_{n}(t)\right\}$ will be called a parametric representation of a differential polynomial $f\left\{z_{1}, \ldots, z_{n}\right\}$. The inverse transition will be called the abstract representation of $f\left\{z_{1}(t), \ldots, z_{n}(t)\right\}$. The system $\left(z_{1}, z_{2}, \ldots, z_{n}\right)$ of differential variables $z_{1}, z_{2}, \ldots, z_{n}$ will be called an $n$-dimensional differential vector. For brevity, an ordered system $\left(x_{1}, x_{2}, \ldots, x_{m}\right)$ of differential vectors $x_{1}, x_{2}, \ldots, x_{m}$ will be denoted by $x$. We let $R\left\{x_{1}, \ldots, x_{m}\right\}=R\{x\} . R\{x\}$ is an integral domain. We denote its field of quotients by $R\langle x\rangle$. The differentiation in $R\{x\}$ is uniquely extended to a differentiation in $R\langle x\rangle$, and $R\langle x\rangle$ is a differential field. An element of $R\langle x\rangle$ is called a differential rational function of $x$ and denoted by $h\langle x\rangle$.

Let $G$ be a subgroup of $M(n, p)$.

Definition $1 A$ differential rational function $h\langle x\rangle$ will be called $G$-invariant if $h<g x\rangle=h\langle x\rangle$ for all $g \in G$.

The set of all $G$-invariant differential rational functions of $x$ forms a differential subfield of $R<x>$. We denote it by $R<x>^{G}$.

Definition 2 Let $\alpha$ be a curve in $R^{n}$ and $x$ is a $G$-invariant parametrization of $\alpha$. An element $h \in R<x>^{G}$ is called a $G$-invariant differential rational function of a curve $\alpha$.

Let $\langle x, y\rangle$ be the inner product of vectors $x, y \in E_{p}^{n}$.

Definition 3 A subset $S$ of $R<x>^{G}$ will be called a system of generators of differential field $R<x>^{G}$ if the least differential subfield in $R<x>^{G}$ containing $S$ coincides with $R<x>^{G}$.

Theorem 1 The system

$$
\begin{equation*}
\left\{<x^{(k)}(t), x^{(k)}(t)>, k=1,2, \ldots, n\right\} \tag{1}
\end{equation*}
$$

is a system of generators of $R<x>^{M(n, p)}$.
Proof Let $R<x^{\prime}>$ be the differential field of all differential rational functions of $x^{\prime}=\frac{\partial}{\partial t} x$ and $O(n, p)$ is the group of all pseudo-orthogonal $n \times n$-matrices.

First we prove several lemmas.
Lemma $1 R<x>^{M(n, p)}=R<x^{\prime}>^{O(n, p)}$.
Proof Let $h<x>=h\left(x, x^{\prime}, \ldots, x^{(m)}\right) \in R<x>^{M(n, p)}$. Then it is invariant with respect to parallel translations in $E_{p}^{n}$. This implies that $h\left(x, x^{\prime}, \ldots, x^{(m)}\right)=h<x^{\prime}>$. It is also $O(n, p)$-invariant. Hence it is an $O(n, p)$-invariant differential rational function of $x^{\prime}$. Conversely, assume that $h$ is an $O(n, p)$-invariant differential rational function of $x^{\prime}$. Then it is invariant with respect to parallel translations in $E_{p}^{n}$. Hence it is $M(n, p)$-invariant.

Lemma 2 Let $f \in R<x^{\prime}>{ }^{O(n, p)}$. Then differential polynomials $f_{1}, f_{2} \in R<x^{\prime}>O^{O(n, p)}$ exist such that $f=f_{1} / f_{2}$.
Proof A proof is similar to the proof in ([16], p. 106).
Let $N$ be the set of all natural numbers.

Lemma 3 The system of all elements $\left\langle x^{(m)}, x^{(q)}\right\rangle$, where $m \geq 1, q \geq 1, m \in N, q \in N$, is a generating system of $R<x>^{M(n, p)}$ as a field.

Proof Let $R\left[x^{(m)}, m \in N\right]^{O(n, p)}$ be the $R$-algebra of all $O(n, p)$-invariant polynomials of the system $\left\{x^{(m)}, m \in N\right\}$. It is obvious that $R\left[x^{(m)}, m \in N\right]^{O(n, p)}=R\left\{x^{\prime}\right\}^{O(n, p)}$. According to the First Main Theorem for $O(n, 0)\left([21\right.$, p. 53] $)$ and $O(n, p)\left(\left[21\right.\right.$, p. 65,66]), the system $\left\{\left\langle x^{(m)}, x^{(q)}\right\rangle ; m, q \in N\right\}$ is a generating system of the $R$-algebra $R\left[x^{(m)}, m \in N\right]^{O(n, p)}=R\left\{x^{\prime}\right\}^{O(n, p)}$. Using Lemmas 1 and 2, we obtain that the system $\left\{\left\langle x^{(m)}, x^{(q)}\right\rangle ; m, q \in N\right\}$ is a generating system of $R<x^{\prime}>^{O(n, p)}=R<x>^{M(n, p)}$ as a field.

Lemma 4 Let $1 \leq i, j, i+j \leq 2 n+1$. Then, for each differential polynomial $<x^{(i)}, x^{(j)}>$, a differential polynomial $P_{i j}\left\{y_{1}, \ldots, y_{k}\right\}$ exists such that

$$
<x^{(i)}, x^{(j)}>=P_{i j}\left\{<x^{\prime}, x^{\prime}>, \ldots,<x^{(k)}, x^{(k)}>\right\}
$$

where $k=\left[\frac{i+j}{2}\right]$.
Proof We will prove the existence of $P_{i j}$ by induction on $q=i+j$. Since $i \geq 1, j \geq 1$, we have $i+j \geq 2$. In the case $i+j=2$, the desired existence of $P_{11}$ is obvious. Assume that a differential polynomial $P_{i j}$ exists for all $i, j$ such that $i+j<q$. Let $i \leq j$ and $q=2 b$, where $b$ is an integer. Then $<x^{i}, x^{j}>=<x^{(b-h)}, x^{(b+h)}>$ for some $h \geq 0$. Using the equality

$$
<x^{(b-h)}, x^{(b+h)}>=<x^{(b-h-1)}, x^{(b+h)}>^{\prime}-<x^{(b-h-1)}, x^{(b+h+1)}>
$$

and applying the inductions on $q=i+j$ and $h$, we conclude that $\left\langle x^{(i)}, x^{(j)}>\right.$ is a differential polynomial in $<x^{\prime}, x^{\prime}>, \ldots,<x^{(k)}, x^{(k)}>$, where $k \leq b$.

Let $q=2 b+1$. Then $<x^{(b)}, x^{(b)}>^{\prime}=2<x^{(b)}, x^{(b+1)}>$. Using the equality

$$
<x^{(b-h)}, x^{(b+h+1)}>=<x^{(b-h-1)}, x^{(b+h+1)}>^{\prime}-<x^{(b-h-1)}, x^{(b+h+2)}>
$$

and applying the inductions on $q=i+j$ and $h$, we conclude that $\left\langle x^{(i)}, x^{(j)}\right\rangle$ is a differential polynomial of $<x^{\prime}, x^{\prime}>, \ldots,<x^{(k)}, x^{(k)}>$, where $k \leq b$.

Denote by $\Delta=\Delta_{x}$ the determinant $\operatorname{det}\left\|<x^{(i)}, x^{(j)}>\right\|_{i, j=1,2, \ldots, n}$. Let $V$ be the system equation (1). Denote by $R\{V\}$ the differential $R$-subalgebra of $R<x^{\prime}>^{O(n, p)}$ generated by elements of the system $V$.

Lemma $5 \Delta \in R\{V\}$.

Proof By the definition of $V,<x^{(i)}, x^{(i)}>\in V$ for all $1 \leq i \leq n$. According to Lemma $4,<x^{(i)}, x^{(j)}>\in V$ for all $1 \leq i, j \leq n$. Hence $\Delta \in R\{V\}$.

Denote by $R\left\{V, \Delta^{-1}\right\}$ the differential $R$-subalgebra of $R<x^{\prime}>{ }^{O(n, p)}$ generated by elements of the system $V$ and the function $\Delta^{-1}$. According to Lemmas 1 and 3, for a proof of our theorem, it is enough to prove that $<x^{(m)}, x^{(q)}>\in R\left\{V, \Delta^{-1}\right\}$ for all $m, q \in N$.

Denote by $\operatorname{Gr}\left(y_{1}, y_{2}, \ldots, y_{m} ; z_{1}, z_{2}, \ldots, z_{m}\right)$ the Gram matrix $\left\|\left\langle y_{i}, z_{j}\right\rangle\right\|_{i, j=1,2, \ldots, m}$ of vectors $y_{1}, y_{2}, \ldots, y_{m}$; $z_{1}, z_{2}, \ldots, z_{m}$ in $E_{p}^{n}$. Let det $\operatorname{Gr}\left(y_{1}, y_{2}, \ldots, y_{m} ; z_{1}, z_{2}, \ldots, z_{m}\right)$ be the determinant of $\operatorname{Gr}\left(y_{1}, y_{2}, \ldots, y_{m} ; z_{1}, z_{2}\right.$, $\left.\ldots, z_{m}\right)$. The following is known.

Lemma 6 The equality,

$$
\operatorname{det} G r\left(y_{1}, y_{2}, \ldots, y_{n+1} ; z_{1}, z_{2}, \ldots, z_{n+1}\right)=\operatorname{det}| |<y_{i}, z_{j}>\|_{i, j=1,2, \ldots, n+1}=0
$$

holds for all vectors $y_{1}, y_{2}, \ldots, y_{n+1}, z_{1}, z_{2}, \ldots, z_{n+1}$ in $R^{n}$.
Proof A proof is given in [16, p. 106-107], [21, p. 75].

Lemma 7 Let $b, c \in N$ such that $<x^{(b)}, x^{(i)}>\in R\left\{V, \Delta^{-1}\right\}$ and $<x^{(c)}, x^{(i)}>\in R\left\{V, \Delta^{-1}\right\}$ for all $1 \leq i \leq n$. Then $<x^{(b)}, x^{(c)}>\in R\left\{V, \Delta^{-1}\right\}$.
Proof Using Lemma 6 to vectors

$$
y_{1}=z_{1}=x^{\prime}, y_{2}=z_{2}=x^{(2)}, \ldots, y_{n}=z_{n}=x^{(n)}, y_{n+1}=x^{(b)}, z_{n+1}=x^{(c)}
$$

we obtain the equality $\operatorname{det} A=0$, where

$$
A=\left\|<y_{i}, z_{j}>\right\|_{i, j=1,2, \ldots, n+1}
$$

Let $D_{n+1 j}$ be the cofactor of the element $<y_{n+1}, z_{j}>$ of the matrix $A$ for $j=1,2, \ldots, n+1$. The equality $\operatorname{det} A=0$ implies the equality

$$
\begin{align*}
<y_{n+1}, z_{1}>D_{n+11}+<y_{n+1}, z_{2}>D_{n+12} & +\cdots+<y_{n+1}, z_{n}>D_{n+1 n}+  \tag{2}\\
& <y_{n+1}, z_{n+1}>D_{n+1 n+1}=0 .
\end{align*}
$$

Since $\Delta=D_{n+1 n+1}$, equation (2) implies the equality

$$
\begin{array}{r}
<y_{n+1}, z_{n+1}>=<x^{(b)}, x^{(c)}>=  \tag{3}\\
-\frac{<y_{n+1}, z_{1}>D_{n+11}+<y_{n+1}, z_{2}>D_{n+12}+\cdots+<y_{n+1}, z_{n}>D_{n+1 n}}{\Delta} .
\end{array}
$$

In equation (3), by the assumption of the lemma, $<y_{n+1}, z_{j}>=<x^{(b)}, x^{j}>\in R\left\{V, \Delta^{-1}\right\}$ for each $j: 1 \leq$ $j \leq n$. We prove that $D_{n+1 s} \in R\left\{V, \Delta^{-1}\right\}$ for every $s: 1 \leq s \leq n$. We have $D_{n+1 s}=(-1)^{n+1+s} \operatorname{det}$ $\left.\operatorname{Gr}\left(y_{1}, y_{2}, \ldots, y_{n} ; z_{1}, z_{2}, \ldots, z_{s-1}, z_{s+1}, \ldots, z_{n}, z_{n+1}\right)\right)$. By the definition of $V,<y_{i}, z_{j}>\in V \subset R\{V\}$ for all $i, j: 1 \leq i, j \leq n$. By the assumption of our lemma, we have $<y_{i}, z_{n+1}>=<x^{(i)}, x^{c}>\in R\left\{V, \Delta^{-1}\right\}$
for every $i: 1 \leq i \leq n$. Hence $D_{n+1 s} \in R\left\{V, \Delta^{-1}\right\}$ for every $s: 1 \leq s \leq n$ and equation (3) implies $<y_{n+1}, z_{n+1}>\in R\left\{V, \Delta^{-1}\right\}$.

Lemma $8<x^{(b)}, x^{(i)}>\in R\left\{V, \Delta^{-1}\right\}$ for all $b \in N$ and $1 \leq i \leq n$.
Proof We prove this assertion by induction on $b$. By the definition of $V$ and Lemma 4, we obtain that $<x^{(c)}, x^{(i)}>\in R\left\{V, \Delta^{-1}\right\}$ for all $1 \leq c \leq n+1,1 \leq i \leq n$. This implies that the assertion holds for all $b=c=1,2, \ldots, n+1$.

Assume that the assertion of the theorem holds for $b-1$. Then $<x^{(b-1)}, x^{(i)}>\in R\left\{V, \Delta^{-1}\right\}$ for all $1 \leq i \leq n$. Using $<x^{(b-1)}, x^{(i)}>\in R\left\{V, \Delta^{-1}\right\}$ and $<x^{(c)}, x^{(i)}>\in R\left\{V, \Delta^{-1}\right\}$ for all $1 \leq c \leq n+1,1 \leq i \leq n$, by Lemma 7, we obtain $<x^{(b-1)}, x^{(c)}>\in R\left\{V, \Delta^{-1}\right\}$ for all $1 \leq c \leq n+1$. Since $<x^{(b-1)}, x^{(i)}>\in R\left\{V, \Delta^{-1}\right\}$ for all $1 \leq i \leq n$, the equality

$$
\frac{\partial}{\partial t}<x^{(b-1)}, x^{(i)}>=<x^{(b)}, x^{(i)}>+<x^{(b-1)}, x^{(i+1)}>
$$

and $<x^{(b-1)}, x^{(i+1)}>\in R\left\{V, \Delta^{-1}\right\}$ for all $1 \leq i \leq n$ imply $<x^{(b)}, x^{(i)}>\in R\{V\}$ for all $1 \leq i \leq n$. This means that the assertion is proved for $b$.

We complete the proof of our theorem. Using Lemmas 8 and 7 , we obtain $<x^{(b)}, x^{(c)}>\in R\left\{V, \Delta^{-1}\right\}$ for all $b, c \in N$. By Lemma $5, \Delta \in R\{V\}$. Since $R<V>$ is a field, we obtain $\Delta^{-1} \in R<V>$. Hence $R\left\{V, \Delta^{-1}\right\} \subset R<V>$. By Lemma 3, the system of all elements $\left\langle x^{(b)}, x^{(c)}>\right.$, where $b, c \in N$, is a generating system of $R<x>^{M(n, p)}$ as a field. Hence $R<V>=R<x>^{M(n, p)}$. The theorem is completed.

Remark 1 In the paper [18] was proved that the system (1) in Theorem 1 is a complete system of $M(n, p)$ invariants of a paths ([18, Theorem 2]). Then, by Theorem 1 in [18], the system (1) in Theorem 1, where $x=x\left(t_{s}(x)\right)$ is an invariant parametrization of a curve $\alpha$, is a complete system of $M(n, p)$-invariants of a curve $\alpha$ ([18, Corollary 1]). There are relations in the form of inequalities between elements of the system 1. These relations will be found later.

For vectors $a_{k} \in R^{n}$, where $a_{k}=\left(a_{k 1}, \ldots, a_{k n}\right)$ and $k=1, \ldots, n$, the determinant $\operatorname{det}\left(a_{k j}\right)$ will be denoted by $\left[a_{1} a_{2} \ldots a_{n}\right]$. So $\left[x^{\prime}(t) x^{(2)}(t) \ldots x^{(n)}(t)\right]$ is the determinant of derivatives of a path $x(t)$.

Theorem 2 The system

$$
\begin{equation*}
\left\{\left[x^{\prime}(t) x^{(2)}(t) \ldots, x^{(n)}(t)\right],<x^{(k)}(t), x^{(k)}(t)>, k=1, \ldots, n-1\right\} \tag{4}
\end{equation*}
$$

is a generating system of $R<x>^{S M(n, p)}$.
Proof Let $S O(n, p)=\{F \in O(n, p): \operatorname{det} F=1\}$. First we prove several lemmas.

Lemma $9 R<x>^{S M(n, p)}=R<x^{\prime}>^{S O(n, p)}$.

Proof A proof is similar to the proof of Lemma 1.

Lemma 10 Let $f \in R<x^{\prime}>S O(n, p)$. Then $S O(n, p)$-invariant differential polynomials $f_{1}, f_{2}$ exist such that $f=f_{1} / f_{2}$.

Proof A proof is similar to the proof in [16, p. 106].

Lemma 11 The system of all elements

$$
\begin{equation*}
\left[x^{\left(m_{1}\right)} x^{\left(m_{2}\right)} \cdots x^{\left(m_{n}\right)}\right],<x^{(q)}, x^{(r)}> \tag{5}
\end{equation*}
$$

where $m_{i}, q, r \in N$, is a generating system of $R<x^{\prime}>^{S O(n, p)}$ as a field.
Proof Let $R\left[x^{(m)} ; m \in N\right]^{S O(n, p)}$ be the $R$-algebra of all $S O(n, p)$-invariant polynomials of the system $\left\{x^{(m)} ; m \in N\right\}$. According to the First Main Theorem for $S O(n, p)$ ([21, p.p. $\left.\left.53 ; 65-66\right]\right)$, the system equation (5) is a generating system of $R\left[x^{(m)} ; m \in N\right]^{S O(n, p)}$. Lemma 10 implies that the system equation (5) is a generating system of $R<x^{\prime}>^{S O(n, p)}$ as a field.

Denote by $Z$ the system equation (4) of differential polynomials. Let $R\{Z\}$ be the differential $R$ subalgebra of $R<x^{\prime}>^{S O(n, p)}$ generated by elements of the system $Z$.

Let $\delta=\delta_{x}$ be the determinant of the matrix $\operatorname{Gr}\left(y_{1}, y_{2}, \ldots, y_{n-1} ; z_{1}, z_{2}, \ldots, z_{n-1}\right)$, where $y_{1}=z_{1}=$ $x^{\prime}, y_{2}=z_{2}=x^{(2)}, \cdots, y_{n-1}=z_{n-1}=x^{(n-1)}$.

Lemma $12<y_{i}, z_{j}>\in R\{Z\}$ for all $1 \leq i, j, i+j \leq 2 n-1, \delta \in R\{Z\}$ and $\delta^{-1} \in R<Z>$.
Proof Using Lemma 4, we get $<x^{(i)}, x^{(j)}>\in R\{Z\}$ for all $1 \leq i, j, i+j \leq 2 n-1$. The element $<y_{i}, z_{j}>$ of the determinant $\delta$ is the functions $<x^{(i)}, x^{(j)}>$, where $1 \leq i, j \leq n-1$. Hence $\delta \in R\{Z\}$ and $\delta^{-1} \in R<Z>$.

In sequel, we need the following lemma.
Lemma 13 The equality

$$
(-1)^{p}\left[y_{1} \ldots y_{n}\right]\left[z_{1} \ldots z_{n}\right]=\operatorname{det}\left\|\left\langle y_{i}, z_{j}\right\rangle\right\|_{i, j=1,2, \ldots, n}
$$

holds for all vectors $y_{1}, \ldots, y_{n}, z_{1}, \ldots, z_{n}$ in $E_{p}^{n}$.
Proof A proof of the this lemma is similar to the proof in ([16], p.72).
Let $\Delta$ be the function in the proof of Theorem 2.

Lemma $14 \Delta \in R\{Z\}$ and $\Delta^{-1} \in R<Z>$.
Proof Using Lemma 13 to vectors $y_{1}=z_{1}=x^{\prime}, y_{2}=z_{2}=x^{(2)}, \cdots, y_{n}=z_{n}=x^{(n)}$, we obtain

$$
\begin{equation*}
(-1)^{p}\left[x^{\prime} x^{(2)} \ldots x^{(n)}\right]^{2}=\operatorname{det}\left\|<y_{i}, z_{j}>\right\|_{i, j=1,2, \ldots n}=\Delta . \tag{6}
\end{equation*}
$$

Since $\left[x^{\prime} x^{(2)} \ldots x^{(n)}\right] \in Z$, we have $\Delta \in R\{Z\}$ and $\Delta^{-1} \in R<Z>$.

Denote by $R\left\{Z, \delta^{-1}, \Delta^{-1}\right\}$ the differential $R$-subalgebra of $R<x^{\prime}>^{S M(n, p)}$ generated by $Z$ and functions $\delta^{-1}, \Delta^{-1}$. By Lemmas 10 and 11, for a proof of our theorem, it is enough to prove that $\left[x^{\left(m_{1}\right)} x^{\left(m_{2}\right)} \ldots\right.$ $\left.x^{\left(m_{n}\right)}\right] \in R\left\{Z, \delta^{-1}, \Delta^{-1}\right\}$ and $\left\langle x^{(b)}, x^{(c)}\right\rangle \in R\left\{Z, \delta^{-1}, \Delta^{-1}\right\}$ for all $m_{i}, b, c \in N$.

Let $V$ be the system in the proof of Theorem 2.
Lemma $15<x^{(n)}, x^{(n)}>\in R\left\{Z, \delta^{-1}, \Delta^{-1}\right\}$ and $R\left\{V, \Delta^{-1}\right\} \subset R\left\{Z, \delta^{-1}, \Delta^{-1}\right\}$.
Proof For $i=1,2, \ldots, n$, denote by $D_{n i}$ the cofactor of the element $<y_{n}, z_{j}>$ of the matrix $A=$ $\left\|<y_{i}, z_{j}>\right\|_{i, j=1,2, \ldots . n}$ in equation (6). Then we obtain the equality

$$
\begin{equation*}
\Delta=<y_{n}, z_{1}>D_{n 1}+<y_{n}, z_{2}>D_{n 2}+\cdots+<y_{n}, z_{n-1}>D_{n n-1}+<y_{n}, z_{n}>D_{n n} \tag{7}
\end{equation*}
$$

Since $\delta=D_{n n} \neq 0$, equalities equation (6) and equation (7) imply

$$
\begin{array}{r}
<y_{n}, z_{n}>=<x^{(n)}, x^{(n)}>=\Delta \delta^{-1}-<y_{n}, z_{1}>D_{n 1} \delta^{-1}-<y_{n}, z_{2}>D_{n 2} \delta^{-1}-  \tag{8}\\
\cdots-<y_{n}, z_{n-1}>D_{n n-1} \delta^{-1}
\end{array}
$$

By Lemma 12, $<y_{n}, z_{j}>=<x^{(n)}, x^{(j)}>\in R\{Z\}$ for each $1 \leq j \leq n-1$. We prove that $D_{n s} \in R\{Z\}$ for every $1 \leq s \leq n-1$. We have $D_{n s}=(-1)^{n+s} \operatorname{det} G r\left(y_{1}, y_{2}, \ldots, y_{n-1} ; z_{1}, z_{2}, \ldots, z_{s-1}, z_{s+1}, \ldots, z_{n}\right)$. Elements of $D_{n s}$ have the following forms $<y_{i}, z_{j}>$ and $<y_{i}, z_{n}>$, where $i<n, j<n$. Since $<y_{i}, z_{n}>=<y_{n}, z_{i}>\in R\{Z\}$, we have $D_{n s} \in R\{Z\}$. Hence equation (8) implies $<y_{n}, z_{n}>\in R\left\{Z, \delta^{-1}\right\}$. Using $V \subset Z \cup\left\{\left\langle y_{n}, z_{n}\right\rangle\right\}$, we obtain $R\left\{V, \Delta^{-1}\right\} \subset R\left\{Z, \delta^{-1}, \Delta^{-1}\right\}$.

Lemma $16\left\langle x^{(b)}, x^{(c)}\right\rangle \in R\left\{Z, \delta^{-1}, \Delta^{-1}\right\}$ for all $b, c \in N$.
Proof By Lemma 15, we have $R\left\{V, \Delta^{-1}\right\} \subset R\left\{Z, \delta^{-1}, \Delta^{-1}\right\}$. Since $\left\langle x^{(b)}, x^{(c)}\right\rangle \in R\left\{V, \Delta^{-1}\right\}$ for all $b, c \in N$, we obtain $\left.<x^{(b)}, x^{(c)}\right) \in R\left\{Z, \delta^{-1}, \Delta^{-1}\right\}$ for all $b, c \in N$.

Lemma $17\left[x^{\left(m_{1}\right)} x^{\left(m_{2}\right)} \cdots x^{\left(m_{n}\right)}\right] \in R\left\{Z, \delta^{-1}, \Delta^{-1}\right\}$ for all $m_{i} \in N$.
Proof Using Lemma 13 to vectors $y_{1}=x^{\prime}, y_{2}=x^{(2)}, \cdots, y_{n}=x^{(n)}, z_{1}=x^{\left(m_{1}\right)}, z_{2}=x^{\left(m_{2}\right)} \ldots, z_{n}=x^{\left(m_{n}\right)}$, we obtain that

$$
\begin{equation*}
(-1)^{p}\left[y_{1} \ldots y_{n}\right]\left[z_{1} \ldots z_{n}\right]=\operatorname{det}\left\|<y_{i}, z_{j}>\right\|_{i, j=1,2, \ldots, n} \tag{9}
\end{equation*}
$$

Since $\Delta=(-1)^{p}\left[y_{1} \ldots y_{n}\right]^{2}$, equation (9) implies

$$
\left[z_{1} \ldots z_{n}\right]=\Delta^{-1}\left[y_{1} \ldots y_{n}\right] \operatorname{det}\left\|<y_{i}, z_{j}>\right\|_{i, j=1,2, \ldots, n}
$$

By Lemma 16, < $y_{i}, z_{j}>=<x^{(i)}, x^{\left(m_{j}\right)}>\in R\left\{Z, \delta^{-1}, \Delta^{-1}\right\}$ for all $i, j=1,2, \ldots, n$. Since $\left[y_{1} \ldots y_{n}\right] \in$ $Z \subset R\left\{Z, \delta^{-1}, \Delta^{-1}\right\}$, we obtain $\left[z_{1} \ldots z_{n}\right] \in R\left\{Z, \delta^{-1}, \Delta^{-1}\right\}$.

We complete the proof of our theorem. By Lemmas 12 and $14, \delta^{-1}, \Delta^{-1} \in R<Z>$. Hence $R\left\{Z, \delta^{-1}, \Delta^{-1}\right\} \subset R<Z>$. By Lemma $16,<x^{(b)}, x^{(c)}>\in R\left\{Z, \delta^{-1}, \Delta^{-1}\right\} \subset R<Z>$ for all $b, c \in N$. By Lemma 17, $\left[x^{\left(m_{1}\right)} x^{\left(m_{2}\right)} \cdots x^{\left(m_{n}\right)}\right] \in R\left\{Z, \delta^{-1}, \Delta^{-1}\right\} \subset R<Z>$ for all $m_{i} \in N$. Hence Lemmas 9-11 imply that $R<Z>=R<x>^{S M(n, p)}$. The theorem is completed.

Remark 2 In the paper [18] was proved that the system (4) in Theorem 2 is a complete system of $S M(n, p)$ invariants of paths ([18, Theorem 3]). Then, by Theorem 1 in [18], the system (4) in Theorem 1, where $x=x\left(t_{s}(x)\right)$ is an invariant parametrization of a curve $\alpha$, is a complete system of SM(n,p)-invariants of a curve $\alpha$ ([18, Corollary 2]). There are relations in the form of inequalities between elements of the system 4. These relations will be found below.

## 3. Relations between elements of complete systems of invariants of a curve in $E_{p}^{n}$

Definition 4 A system of differential polynomials $p_{1}\{x\}, \ldots, p_{m}\{x\} \in R\{x\}$ is called differential algebraically independent if there is no nonzero differential polynomial $f\left\{y_{1}, \ldots, y_{m}\right\} \in R\left\{y_{1}, \ldots, y_{m}\right\}$ such that $f\left\{p_{1}\{x\}, \ldots, p_{m}\{x\}\right\}=0$ for all paths $x$.

Theorem 3 . The system

$$
\left\{<x^{(k)}(t), x^{(k)}(t)>, k=1,2, \ldots, n\right\}
$$

is differential algebraically independent.
Proof A proof is similar to the proof of Theorem 12.8 in ([16], p.112).
Let $A(x(t))=\left\|x^{\prime}(t) x^{(2)}(t) \ldots x^{(n)}(t)\right\|, A(x)^{\top}$ be the transpose matrix of $A(x)$ and $I_{p}=\left\|b_{i j}\right\|$ be the diagonal $n \times n$-matrix such that $b_{i i}=-1$ for all $i=1, \ldots, p$ and $b_{j j}=1$ for all $j=p+1, \ldots, n$. We have the equality $A(x)^{\top} I_{p} A(x)=\left\|<x^{(i)}, x^{(j)}>\right\|_{i, j=1,2, \ldots, n}$. The matrix $A(x)^{\top} I_{p} A(x)$ is congruent to the matrix $I_{p}$ for every non-singular $J$-path $x(t)$ and all $t \in J$. This fact, in view of the equality $A(x)^{\top} I_{p} A(x)=\|<x^{(i)}, x^{(j)}>$ $\|$, gives some system of relations (inequalities) between $<x^{\prime}(t), x^{\prime}(t)>, \ldots,<x^{(n)}(t), x^{(n)}(t)>$ and their derivatives. Below we prove that an arbitrary relation between $<x^{\prime}(t), x^{\prime}(t)>, \ldots,<x^{(n)}(t), x^{(n)}(t)>$ and their derivatives is a consequence of the above mentioned relations.

Corollary 1 Let $y_{1}, y_{2}, \ldots, y_{n}$ be differential variables and $f \in R\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$. Then the differential polynomial $f\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$ is uniquely determined by its values on functions $y_{1}(t), y_{2}(t), \ldots, y_{n}(t)$ in the form

$$
\begin{equation*}
y_{i}(t)=<x^{(i)}(t), x^{(i)}(t)> \tag{10}
\end{equation*}
$$

where $x(t)$ run through the space $\left(C^{\infty}(J)\right)^{n}$.
Proof Assume that $f_{1}, f_{2} \in R\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$ exist such that $f_{1} \neq f_{2}$ and

$$
\begin{equation*}
f_{1}\left\{y_{1}(t), y_{2}(t), \ldots, y_{n}(t)\right\}=f_{2}\left\{y_{1}(t), y_{2}(t), \ldots, y_{n}(t)\right\} \tag{11}
\end{equation*}
$$

for all $y_{1}(t), y_{2}(t), \ldots, y_{n}(t)$ in the form equation (10). From equation (11), we obtain the equality

$$
\begin{equation*}
f\left\{y_{1}(t), y_{2}(t), \ldots, y_{n}(t)\right\}=0 \tag{12}
\end{equation*}
$$
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for all $y_{1}(t), y_{2}(t), \ldots, y_{n}(t)$ in the form equation (10), where $f=f_{1}-f_{2}$ is a nonzero differential polynomial since $f_{1} \neq f_{2}$. Equation (12) means that differential polynomials $<x^{(1)}, x^{(1)}>,<x^{(2)}, x^{(2)}>, \ldots<x^{(n)}, x^{(n)}>$ are differential-algebraically dependent, which contradicts Theorem 3.

Corollary 2 The differential polynomial $P_{i j}\left\{y_{1}, y_{2}, \ldots, y_{k}\right\}$ in Lemma 4 is unique.
Proof A proof follows from Theorem 3.
For convenience, we will write $P_{i j}\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$ instead of $P_{i j}\left\{y_{1}, y_{2}, \ldots, y_{k}\right\}$.
Let the symbol ' denotes the differentiation in the differential algebra $R\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$.
Corollary 3 The equality

$$
\begin{equation*}
P_{i j}\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}^{\prime}=P_{i+1 j}\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}+P_{i j+1}\left\{y_{1}, y_{2}, \ldots, y_{n}\right\} \tag{13}
\end{equation*}
$$

holds for all $i, j$ satisfying the conditions $1 \leq i, j, i+j \leq 2 n$.
Proof From the definition of differential polynomials $P_{i j}\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$, we have the equality

$$
<x^{(i)}(t), x^{(j)}(t)>=P_{i j}\left\{y_{1}(t), y_{2}(t), \ldots, y_{n}(t)\right\}
$$

where $y_{k}(t)=<x^{(k)}(t), x^{(k)}(t)>, k=1, \ldots, n, 1 \leq i, j, i+j \leq 2 n+1$. Differentiating this equality, we obtain

$$
\frac{d}{d t}<x^{(i)}(t), x^{(j)}(t)>=\frac{d}{d t} P_{i j}\left\{y_{1}(t), y_{2}(t), \ldots, y_{n}(t)\right\}
$$

Assume that $1 \leq i, j, i+j \leq 2 n$. Since

$$
\frac{d}{d t}<x^{(i)}(t), x^{(j)}(t)>=<x^{(i+1)}(t), x^{(j)}(t)>+<x^{(i)}(t), x^{(j+1)}(t)>
$$

we have

$$
\frac{d}{d t} P_{i j}\left\{y_{1}(t), y_{2}(t), \ldots, y_{n}(t)\right\}=P_{i+1 j}\left\{y_{1}(t), y_{2}(t), \ldots, y_{n}(t)\right\}+P_{i j+1}\left\{y_{1}(t), y_{2}(t), \ldots, y_{n}(t)\right\}
$$

This equality takes place for all functions $y_{1}(t), y_{2}(t), \ldots, y_{n}(t)$ in the form equation (10). Applying the Corollary 3 , we conclude that the latest equality takes place for all $y_{1}(t), y_{2}(t), \ldots, y_{n}(t) \in C^{\infty}(J)$. Passing from a parametric representation of differential polynomials in the latest equality to their abstract differential polynomials, we obtain equation (13).

Let $f_{1}(t), \ldots, f_{n}(t)$ be arbitrary $C^{\infty}$-functions on $\mathrm{J}=(\mathrm{a}, \mathrm{b})$. For convenience, the indexes of these functions will be written in the form $f_{i}(t)=f_{i i}(t)$. Using functions $f_{i i}(t)$, we define functions

$$
\begin{equation*}
f_{i j}(t)=P_{i j}\left\{f_{11}(t), \ldots, f_{n n}(t)\right\}, 1 \leq i, j \leq n . \tag{14}
\end{equation*}
$$

Proposition 1 The equality

$$
f_{i j}^{\prime}(t)=f_{i+1 j}(t)+f_{i j+1}(t)
$$

holds for all $i, j$ satisfying the conditions $1 \leq i, j, i+j \leq 2 n$.

Proof Letting $y_{1}=f_{11}(t), y_{2}=f_{22}(t) \ldots, y_{n}=f_{n n}(t)$ in Corollary 3, we obtain the desired equality.

Theorem 4 Let $f_{11}(t), \ldots, f_{n n}(t)$ be infinitely differentiable functions on $J$ such that:
(i) $\operatorname{det}\left|\mid f_{i j}(t) \| \neq 0\right.$ for all $t \in J$, where $f_{i j}(t)$ is defined by (14);
(ii) the matrix $\left\|f_{i j}(t)\right\|$ is congruent to the matrix $I_{p}$ for some $t_{0} \in J$.

Then there exists a non-singular $J$-path $x(t)$ in $E_{p}^{n}$ such that

$$
<x^{(i)}(t), x^{(i)}(t)>=f_{i i}(t)
$$

for all $t \in J$ and $i=1, \ldots, n$.
Proof Define the $n \times n$-matrix function $Q(t)=\left\|f_{i j}\right\|$, where $f_{i j}$ is defined by equation (14). Since the differential polynomials $P_{i j}$ satisfy the relations $P_{i j}=P_{j i}$, we obtain $Q^{\top}(t)=Q(t)$, where $Q(t)^{\top}$ is the transpose matrix of $Q(t)$. Let $Q^{\prime}(t)$ be the derivative of $Q(t)$.

Lemma 18 A unique solution $B(t)=\left\|b_{i j}\right\|$ of the $n \times n$-matrix equation

$$
\begin{equation*}
Q^{\prime}(t)=B^{\top}(t) Q(t)+Q(t) B(t) \tag{15}
\end{equation*}
$$

exists which satisfies the conditions
$\left(\gamma_{1}\right) \quad b_{j+1 j}(t)=1$ for all $t \in J$ and $1 \leq j \leq n-1 ;$
$\left(\gamma_{2}\right) \quad b_{i j}(t)=0$ for all $t \in J$ and $j \neq n, i \neq j+1,1 \leq i \leq n$.
Proof By $\left(\gamma_{1}\right)$ and $\left(\gamma_{2}\right)$, only the elements $b_{1 n}(t), \ldots, b_{n n}(t)$ of the matrix $B(t)$ are unknown. Using ( $\gamma_{1}$ ) and $\left(\gamma_{2}\right)$, from equation (15) and $Q^{\top}(t)=Q(t)$, we obtain

$$
f_{i j}^{\prime}(t)=f_{i+1 j}(t)+f_{i j+1}(t)
$$

for $1 \leq i, j \leq n-1$ and

$$
f_{n i}^{\prime}(t)=f_{i n}^{\prime}(t)=f_{i+1 n}(t)+\sum_{k=1}^{n} f_{i k}(t) b_{k n}(t)
$$

for $1 \leq i \leq n-1$,

$$
f_{n n}^{\prime}(t)=\sum_{k=1}^{n} b_{k n}(t) f_{k n}(t)+\sum_{k=1}^{n} f_{n k}(t) b_{k n}(t)=2 \sum_{k=1}^{n} f_{n k}(t) b_{k n}(t) .
$$

Hence, for the elements $b_{1 n}(t), \ldots, b_{n n}(t)$, we obtain the following system of $n$ linear equations in $n$ unknowns:

$$
\begin{array}{r}
\sum_{k=1}^{n} f_{i k}(t) b_{k n}(t)=f_{n i}^{\prime}(t)-f_{i+1 n}(t), 1 \leq i \leq n-1 \\
\sum_{k=1}^{n} f_{n k}(t) b_{k n}(t)=0,5 f_{n n}^{\prime}(t)
\end{array}
$$

By assumption (i) of the theorem, the determinant of this system is $\operatorname{det} Q(t)=\operatorname{det}\left\|f_{i j}(t)\right\| \neq 0$ for all $t \in J$. Consequently, this system has a unique solution $b_{1 n}(t), \ldots, b_{n n}(t)$.

It is obvious that $B(t)$ is infinitely differentiable.

Lemma 19 Let $B(t)$ be the solution of equation (15). Then an infinitely differentiable $n \times n$-matrix function $A(t)$ on $J$ exists such that
$\left(\delta_{1}\right) \quad A(t)=\left\|a(t) a^{\prime}(t) \ldots a^{(n-1)}(t)\right\|$ for some $J$-path $a(t)$ in $E_{p}^{n}$;
$\left(\delta_{2}\right) \quad \operatorname{det} A(t) \neq 0$ for all $t \in J$;
$\left(\delta_{3}\right) \quad A^{\prime}(t)=A(t) B(t) ;$
( $\delta_{4}$ ) $A^{\top}(t) I_{p} A(t)=Q(t)$, where $I_{p}=\left\|b_{i j}\right\|$ be the diagonal $n \times n$-matrix such that $b_{i i}=-1$ for all $i=1, \ldots, p$ and $b_{j j}=1$ for all $j=p+1, \ldots, n$..

Proof From assumptions $\left(\gamma_{1}\right)$ and $\left(\gamma_{2}\right)$ of Lemma 19, and from the theory of linear differential equations it follows that a solution $A(t)$ of equation $\left(\delta_{3}\right)$ exists such that $\operatorname{det} A(t) \neq 0$ for all $t \in J$. Since the matrix $B(t)$ satisfies relations $\left(\gamma_{1}\right)$ and $\left(\gamma_{2}\right)$, it follows that the matrix $A(t)$ is the form $\left(\delta_{1}\right)$ for some path $a(t)$ in $E_{p}^{n}$. We have $\operatorname{det}\left(A^{\top}(t) A(t)\right) \neq 0$ for all $t \in J$. Let $t_{0}$ be such that the matrix $Q\left(t_{0}\right)=\left\|f_{i j}\left(t_{0}\right)\right\|$ is congruent to the matrix $I_{p}$. Since $Q\left(t_{0}\right)$ is congruent to the matrix $I_{p}, \operatorname{det} Q\left(t_{0}\right) \neq 0, \operatorname{det}\left(A^{\top}(t) A(t)\right) \neq 0$, and $Q^{\top}(t)=Q(t)$ for all $t \in J$, it follows that a nondegenerate $n \times n$-matrix $g \in G L(n, R)$ exists such that

$$
\left(g^{\top}\right)^{-1}\left(A^{\top}\left(t_{0}\right)\right)^{-1} Q\left(t_{0}\right) A^{-1}\left(t_{0}\right) g^{-1}=I_{p}
$$

Hence we have $A^{\top}\left(t_{0}\right) g^{\top} I_{p} g A\left(t_{0}\right)=Q\left(t_{0}\right)$. The matrix function $g A(t)$ is also solution of $\left(\delta_{3}\right)$. The matrix function $H(t)=A^{\top}(t) g^{\top} I_{p} g A(t)$ satisfies the following conditions: $H^{\top}(t)=H(t), H^{\prime}(t)=B^{\top}(t) H(t)+H(t) B(t)$ for all $t \in J$. But these conditions are also fulfilled for the function $Q(t)$. Then from the equality $H\left(t_{0}\right)=Q\left(t_{0}\right)$, by the existence and uniqueness theorem of a solution of a system of linear differential equations, it follows that $H(t)=Q(t)$ for all $t \in J$.

Now we return to the proof of the theorem. By Lemma 19, a matrix

$$
A(t)=\left\|a(t) a^{\prime}(t) \ldots a^{(n-1)}(t)\right\|
$$

exists such that $A^{\prime}(t)=A(t) B(t), A^{\top}(t) \cdot I_{p} \cdot A(t)=Q(t)$. Using the relation $A^{\top}(t) \cdot I_{p} \cdot A(t)=\left\|<a^{(i)}(t), a^{(j)}(t)>\right\|$, we obtain $<a^{(i)}(t), a^{(j)}(t)>=f_{i+1 j+1}$ for all $i, j=0,1, \ldots, n-1$. Let $x(t)=\int_{t}^{t_{0}} a(t) d t$. Then $<$ $x^{(i)}(t), x^{(i)}(t)>=f_{i i}$ for all $i=1, \ldots, n$. Since $\left[x^{\prime}(t) x^{(2)} \ldots x^{(n)}(t)\right]^{2}=\operatorname{det} A^{\top}(t) \cdot I_{p} \cdot A(t)=\operatorname{det} Q(t) \neq 0$ for all $t \in J$, the path $x(t)$ is nondegenerate.

Let $J$ be one of intervals $(0, l), 0<l \leq+\infty,(-\infty, 0),(-\infty,+\infty)$.
Corollary 4 Let $J$ be one of intervals $(0, l), 0<l \leq+\infty,(-\infty, 0),(-\infty,+\infty)$. Assume that $f_{11}(s), \ldots, f_{n n}(s)$ be infinitely differentiable functions on $J$ such that:
(i) $\left|f_{11}(s)\right|=1$ for all $s \in J$;
(ii) $\operatorname{det}\left|\mid f_{i j}(s) \| \neq 0\right.$ for all $s \in J$, where the function $f_{i j}(s)$ is defined by equation (14);
(iii) the matrix $\left\|f_{i j}(s)\right\|$ is congruent to the matrix $I_{p}$ for some $t_{0} \in J$.

Then a regular non-singular curve $\alpha$ and its invariant parametrization $x$ exist such that $\left\langle x^{(i)}(s), x^{(i)}(s)\right\rangle=f_{i i}(s)$ for all $s \in I, i=1, \ldots, n$.

Proof This corollary is a special case of Theorem 4.
Let $f_{11}(t), \ldots, f_{n-1 n-1}(t)$ and $d(t)$ be $C^{\infty}$-functions on an interval $J$. We consider the matrix $Q(t)=$ $\left\|f_{i j}(t)\right\|_{i, j=1, \ldots, n}$, where the function $f_{i j}(t), i+j<2 n$, is defined by $f_{11}, \ldots, f_{n-1 n-1}$ as in (14) and the function $f_{n n}(t)$ will be defined below. Let $A_{n i}(t)$ be the cofactor of the element $f_{n i}(t)$ in the matrix $Q(t)$. Since every element of the cofactor $A_{n i}(t)$ consists of all $f_{p q}$ such that $p+q<2 n, A_{n i}(t)$ is a differential polynomial of $f_{11}, \ldots, f_{n-1 n-1}$. Assume that $A_{n n}(t)=\operatorname{det}\left\|f_{i j}(t)\right\|_{i, j=1, \ldots, n-1} \neq 0$ for all $t \in J$. We define the element $f_{n n}$ as follows:

$$
f_{n n}=\frac{(-1)^{p} d^{2}(t)-f_{n 1}(t) A_{n 1}-\cdots-f_{n n-1}(t) A_{n n-1}}{A_{n n}} .
$$

This equality implies

$$
\begin{equation*}
\operatorname{det} Q(t)=f_{n 1}(t) A_{n 1}+\cdots+f_{n n-1}(t) A_{n n-1}+f_{n n}(t) A_{n n}=(-1)^{p} d^{2}(t) \tag{16}
\end{equation*}
$$

for all $t \in J$.
Theorem 5 Let $f_{11}(t), \ldots, f_{n-1 n-1}(t)$ and $d(t)$ be infinitely differentiable functions on an interval $J$ such that:
$\left(\lambda_{1}\right) A_{n n}(t) \neq 0$ for all $t \in J$;
$\left(\lambda_{2}\right)$ the matrix $Q(t)$ is congruent to the matrix $I_{p}$ for some $t_{0} \in J$;
( $\left.\lambda_{3}\right) d(t) \neq 0$.
Then there exists a non-singular path $x(t)$ in $E_{p}^{n}$ such that

$$
<x^{(i)}(t), x^{(i)}(t)>=f_{i i}(t), \quad\left[x^{\prime}(t) \ldots x^{(n)}(t)\right]=d(t)
$$

for all $t \in J$ and $i=1, \ldots, n-1$.
Proof Equation (16) and the condition $\left(\lambda_{3}\right)$ implies $\operatorname{det} Q(t) \neq 0$ for all $t \in J$. Hence, according to Theorem 4 there exists a non-singular path $x(t)$ in $E_{p}^{n}$ such that $\left\langle x^{(i)}(t), x^{(i)}(t)\right\rangle=f_{i i}(t)$ for all $t \in J$ and $i=1, \ldots, n$. Using these equalities, Lemma 4 and equation (14), we obtain $\operatorname{det} Q(t)=\operatorname{det}\left\|\left\langle x^{(i)}(t), x^{(i)}(t)\right\rangle\right\|$. Then using this equality, equation (16) and Lemma 13, we obtain $\left[x^{\prime}(t) \ldots x^{(n)}(t)\right]^{2}=d^{2}(t)$. Then $\left[x^{\prime}(t) \ldots x^{(n)}(t)\right]=d(t)$ or $\left[x^{\prime}(t) \ldots x^{(n)}(t)\right]=-d(t)$. Since $\left[x^{\prime}(t) \ldots x^{(n)}(t)\right] \neq 0$ and $d(t) \neq 0$ for all $t \in J$, we have $\left[x^{\prime}(t) \ldots x^{(n)}(t)\right]=$ $d(t)$ or $\left[x^{\prime}(t) \ldots x^{(n)}(t)\right]=-d(t)$ for all $t \in I$. In the first case, a proof is completed. In the second case,
we consider $g \in O(n)$ such that $\operatorname{det} g=-1$. In this case, we put $y(t)=g x(t)$. Then $<y^{(i)}(t), y^{(i)}(t)>=$ $<g x^{(i)}(t), g x^{(i)}(t)>=<x^{(i)}(t), x^{(i)}(t)>=f_{i i}(t$,$) and \left[y^{\prime}(t) \ldots y^{(n)}(t)\right]=\left[g x^{\prime}(t) \ldots g x^{(n)}(t)\right]=d(t)$. Thus the path $y(t)$ satisfies all conditions of our theorem.

An analog of Corollary 4 takes place for the complete system of $\operatorname{SM}(\mathrm{n}, \mathrm{p})$-invariants of a curve.
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