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Abstract: Let R be a finite commutative principal ideal ring with unity. In this article, we prove that the zero-divisor

graph Γ(R) is a divisor graph if and only if R is a local ring or it is a product of two local rings with at least one of

them having diameter less than 2. We also prove that Γ(R) is a divisor graph if and only if Γ(R[x]) is a divisor graph

if and only if Γ(R[[x]]) is a divisor graph.
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1. Introduction

In this article, all rings are assumed to be finite commutative principal ideal rings with identity (abbreviated

FCPI) and all graphs are assumed to be simple.

Let S be a nonempty set of positive integers and let GS be the graph whose vertices are the elements

of S . Two distinct vertices a, b are adjacent if a|b or b|a . A graph G is called a divisor graph if there is a set

of positive integers S such that G ∼= GS . For S = {1, 2, ..., n} , the length of a longest path in GS is studied

in [13, 17, 18]. In a directed graph G , a vertex is called a receiver if its out-degree is zero and its in-degree

is positive. A transmitter is a vertex having positive out-degree and zero in-degree. A vertex t with positive

in-degree and positive out-degree is transitive if whenever u → t and t → v are edges in G , then u → v is an

edge in G . In [12], divisor graphs are investigated. Some results are listed below:

(1) No divisor graph contains an induced odd cycle of length 5 or more (Proposition 2.1).

(2) An induced subgraph of a divisor graph is a divisor graph (Proposition 2.2).

(3) Complete graphs and bipartite graphs are divisor graphs (Proposition 2.5 and Theorem 2.7).

(4) A graph G is a divisor graph if and only if there is an orientation D of G in which every vertex is a

transmitter, a receiver, or transitive (Theorem 3.1).

Divisor graphs are also studied in [1, 2].

Another concept of interest in recent years is the concept of a zero-divisor graph, which was introduced

by Beck in [11] and then studied by Anderson and Naseer in [3] in the context of coloring. The definition of
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zero-divisor graphs in its present form was given by Anderson and Livingston in [7, Theorem 2.3]. For other

types of graphs associated with rings, see [4–6, 9, 10].

A zero-divisor graph of a commutative ring R is the graph Γ(R) whose vertices are the nonzero zero-

divisors of R , with r, s adjacent if r ̸= s and rs = 0. In [7], Anderson and Livingston proved that the graph

Γ(R) is connected with diameter at most 3.

For each ring R , let Z(R) be the set of all zero-divisors of R and Reg(R) = R \ Z(R).

The following examples show that the concepts of divisor graphs and zero-divisor graphs are incomparable.

Example 1.1 Every graph of order 4 is a divisor graph (see Theorem 3.2 in [15]). There is a graph of order 4

that is not isomorphic to any zero-divisor graph (see Example 2.1 (b) in [7]).

Example 1.1 shows the existence of a divisor graph that is not a zero-divisor graph. This is on one hand. On

the other hand, if we let Rj be a commutative ring with unity 1, and let S =
5∏

j=1

Rj , then Γ(S) contains an

induced cycle of length 5 as shown in Figure 1. Thus, Γ(S) can not be a divisor graph.

H1,1,0,0,0L H0,0,1,1,0L

H1,0,0,0,1L

H0,1,0,1,0L

H0,0,1,0,1L

Figure 1. A five-cycle in Γ(
5∏

j=1

Rj).

These examples motivate a question, which we answer affirmatively in this paper: can we characterize

zero-divisor graphs that are divisor graphs?

2. When is Γ(R) a divisor graph?

In our investigation, we start with the local rings case.

Theorem 2.1 Let R be a local ring. Then Γ(R) is a divisor graph.

Proof Let M be the maximal ideal of R , and let a ∈ R such that M = aR . Since R is finite, there exists

n ∈ N such that an = 0 and an−1 ̸= 0. Any vertex in Γ(R) has the form uai , where u is a unit in R and

i ∈ {1, ..., n − 1} . Two vertices uaj and vai are adjacent if i + j ≥ n . Let U = {u1, u2, ..., um} be the units

of R . Then M = {uia
j : i ≤ m, j ≤ n} . With repeated elements deleted, we can construct an orientation for

Γ(R) for any adjacent vertices ui1a
j1 and ui2a

j2 as follows:

if j1 < j2 , then the orientation is ui1a
j1 → ui2a

j2 ;
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if j1 = j2 and i1 < i2 , then the orientation is ui1a
j1 → ui2a

j2 .

One can check easily that this is an orientation of Γ(R) in which every vertex is transmitter, receiver, or

transitive. Hence, using [12, Theorem 3.1], Γ(R) is a divisor graph. In fact, in this orientation, for all nj <
⌊
n
2

⌋
,

uia
nj is transmitter and for all nj >

⌈
n
2

⌉
and nj ̸= n− 1, uia

nj is transitive and uman−1 is the only receiver.

When n is even, all vertices uia
n
2 are transitive except u1a

n
2 , which is a transmitter. 2

Before we proceed to the nonlocal rings case, we need the following lemma.

Lemma 2.2 If S is a subring of R and Γ(R) is a divisor graph, then so is Γ(S) when it is nonempty.

Proof The graph Γ(S) is an induced subgraph of Γ(R). Thus, it is a divisor graph when Γ(R) is a divisor

graph. 2

Remark 2.3 By the above lemma, if R is a ring, S is a direct summand of R that is not a field, and Γ(S) is

not a divisor graph, then Γ(R) is not a divisor graph.

Let us start the nonlocal rings case treatment. If R is a nonlocal ring, then R is a direct product of local rings

(see [8, Theorem 8.7]). Clearly, if R is a product of two integral domains, then Γ(R) is a complete bipartite

graph, and so it is a divisor graph. We may assume first that one factor of R is a not an integral domain. By

the above remark, the zero-divisor graph of this factor ring must be a divisor graph if Γ(R) is a divisor graph

We begin with the following lemma.

Lemma 2.4 A graph that contains the following induced subgraph (Figure 2) is not a divisor graph.

a
b d

c

f

e

Figure 2.

Proof Let D be an orientation of the above graph in which every vertex is a receiver, a transmitter, or

transitive. We may assume without loss of generality that e → c in D . Thus, we will have the following

digraph (Figure 3):

To complete the orientation we must have either b → a or a → b . Both cases are impossible because

in either case the vertex b is neither a receiver nor a transmitter nor transitive. 2

Using Lemma 2.4, we deduce the following Theorem.

Theorem 2.5 If a ring R is a product of 3 nontrivial rings, then Γ(R) is not a divisor graph.
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a b d

c e

f

Figure 3. The orientation D.

H0, 1, 1L H1, 0, 0L H0, 0, 1L

H0, 1, 0L

H1, 1, 0L

H1, 0, 1L

Figure 4.

Proof Assume that R = R1 ×R2 ×R3 . Then we have an induced subgraph of Γ(R) (Figure 4):

By Lemma 2.4, Γ(R) is not a divisor graph. 2

By Theorems 2.5 and 2.1, we need to consider the case of the product of two local rings only to finish our

investigation. Our discussion will be based on the fact that diameters of zero-divisor graphs can not exceed 3

(see [7]). Note that if R is a local FCPI ring, then diam(Γ(R)) ≤ 2; similarly, if R = R1 ×R2 is a product of

two fields, then diam(Γ(R)) = 2 since the distance between (a, 0) and (b, 0) is 2 for any two distinct nonzero

elements a, b in R1 , while if R = R1 × R2 and a is a nonzero zero-divisor of R1 , then the distance between

(a, 1) and (1, 0) is clearly greater than 2. It is shown in [7] that for a finite ring R , diam(Γ(R)) = 1 if and

only if R = Z2 × Z2 or R is local with maximal ideal M such that M2 = {0} . Finally, diam(Γ(R)) = 0 if

either R is an integral domain or R = Z4 or R = Z2[x]/(x
2), i.e. |Z(R)| ≤ 2.

Theorem 2.6 Let R = R1 ×R2 such that diam(Γ(R2)) = 3 . Then Γ(R) is not a divisor graph.

Proof We already assumed that our rings are finite principal ideal rings. If R2 is local, then diam(Γ(R2)) ≤ 2.

Thus, R2 cannot be local. Hence, R2 is a product of two nontrivial rings. Therefore, by Theorem 2.5, Γ(R) is

not a divisor graph. 2

If G is a divisor graph, then there is a one-to-one function f : V (G) → N such that v is adjacent to u in G

if and only if f(u) divides f(v) or f(v) divides f(u). This function is called a divisor labeling of G ; see [12].

We use labeling functions in the proofs of Theorems 2.7, 2.8, and 2.9.

Theorem 2.7 Let R = R1 ×R2 such that diam(Γ(R1)) = diam(Γ(R2)) = 0 . Then Γ(R) is a divisor graph.

Proof We have three cases.
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Case 1: Z(R1) = {0, a} and Z(R2) = {0, b} .
In this case Reg(R1) = {x1, x2} and Reg(R2) = {y1, y2} ; however, we will consider the more general

case where Reg(R1) = {x1, x2, ..., xn} and Reg(R2) = {y1, y2, ..., ym} in order to make the treatment of case 1

simpler (being a subgraph of case 2). Figure 5 illustrates the orientation we are going to construct.

H0,bLHxi ,bL Hxi ,0L
Ha,0L

Ha,bL Ha,yi L H0,yi L
Figure 5.

Let p1, p2, ..., pn, q1, q2, ..., qn, l1, l2, ..., lm, s1, s2, ..., sm be distinct odd primes. Define the function f :

V (Γ(R)) → N such that f(x, y) =



2 (x, y) = (0, b)

4 (x, y) = (a, b)

8×
m∏
j=1

lj ×
m∏
j=1

sj (x, y) = (a, 0)

2pi (x, y) = (xi, b)

2qi ×
m∏
j=1

lj (x, y) = (xi, 0)

lj (x, y) = (0, yj)

sj (x, y) = (a, yj).

Then f is a one-to-one function such that (x, y)(α, β) = (0, 0) if and only if f(x, y) divides f(α, β) or f(α, β)

divides f(x, y). Hence, Γ(R) is a divisor graph.

Case 2: R1 is an integral domain and Z(R2) = {0, b} .
In this case we may view Γ(R) as an induced subgraph of the divisor graph in case 1 by deleting

(a, 0), (a, b), and (a, yj) for each j . Thus, Γ(R) is a divisor graph.

Case 3: R1 and R2 are integral domains.

In this case, Γ(R) is a complete bipartite graph (see [15, Theorem 3.1]), and so it is a divisor graph. 2

Theorem 2.8 Let R = R1 ×R2 such that diam(R1) = 0 and diam(R2) = 1 . Then Γ(R) is a divisor graph.

Proof We have two cases regarding the ring R1.

Case 1: Z(R1) = {0, a} .
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In this case, Reg(R1) = {x1, x2} and Reg(R2) = {y1, y2} ; however, we will consider the more general

case where Reg(R1) = {x1, x2, ..., xn} and Reg(R2) = {y1, y2, ..., ym} in order to make the treatment simpler.

Assume that Z(R2) = {0, z1, z2, ..., zm} . Figure 6 illustrates the orientation we are going to construct.

H0,z j L Ha,0L Ha,yi L

Ha,z j L

H0,y j LHxi ,0LHxi ,z j L
Figure 6.

Let q1, q2, ..., qk, l1, l2, ...lk, s1, s2, ..., sn, r1,1, r1,2, ...rn,m q1, q2, ..., qk, s1, s2, ..., sn be distinct odd primes

greater than 3. Define the function f : V (Γ(R)) → N by

f(x, y) =



2m × 3j (x, y) = (a, zj)

2j (x, y) = (0, zj)

2m × 3m ×
k∏

i=1

li ×
k∏

j=1

qj (x, y) = (a, 0)

lj (x, y) = (a, yj)

2m × ri,j (x, y) = (xi, zj)

2m × si ×
k∏

j=1

qj (x, y) = (xi, 0)

qj (x, y) = (0, yj).

.

Then f is a one-to-one function such that (x, y)(α, β) = (0, 0) if and only if f(x, y) divides f(α, β) or f(α, β)

divides f(x, y). Hence, Γ(R) is a divisor graph.

Case 2: R1 is an integral domain.

In this case, we may view Γ(R) as an induced subgraph of the divisor graph in case 1 through deleting

(a, 0), (a, zj), and (a, yj) for each j . Thus, Γ(R) is a divisor graph. 2

Theorem 2.9 Let R = R1 ×R2 such that diam(R1) = diam(R2) = 1 . Then Γ(R) is a divisor graph.

Proof Assume that Z(R1) = {0, x1, x2, ..., xn} , Reg(R1) = {y1, y2, ..., ym} , Z(R2) = {0, z1, z2, ..., zk} , and
Reg(R2) = {w1, w2, ..., wl} . Note that the subgraph with vertices (Z(R1) × Z(R2)) \ {(0, 0)} is complete in

Γ(R). Let p1, p2, ..., pm , q1, q2, ..., ql , r1,1, r1,2, ..., rn,l , s1,1, s1,2, ..., sm,k be distinct odd primes greater than 5
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and N1,1 < N1,2 < ... < Nn,k be an ascending chain of positive distinct integers. Figure 7 is an orientation that

makes Γ(R) a divisor graph.

Hxi ,z j L Hxi ,0L

H0,wj LHxi ,wj L

H0,z j LHyi ,z j L Hyi ,0L
Figure 7.

Now define the function f : V ( Γ(R)) → N such that

f(x, y) =



2i (x, y) = (xi, 0)

2n × si,j (x, y) = (xi, wj)

pi (x, y) = (yi, 0)

ri,j (x, y) = (yi, zj)

2n × qj ×
∏

pi (x, y) = (0, wj)

2n × 3Ni,j (x, y) = (xi, zj)

2n × 3Nn,k × 5j ×
∏

pi ×
∏

ri,j (x, y) = (0, zj)

.

Then f is a one-to-one function such that (x, y)(a, b) = (0, 0) if and only if f(x, y) divides f(a, b) or f(a, b)

divides f(x, y). Hence, Γ(R) is a divisor graph. 2

Theorem 2.10 Let R = R1 ×R2 such that diam(R1) = 0 and diam(R2) = 2 . Then Γ(R) is a divisor graph.

Proof Since R2 is a finite local ring, Z(R2) is generated by a nilpotent, say Z(R2) = xR2 with xl = 0 but

xl−1 ̸= 0. We have two cases:

Case 1: Z(R1) = {0, a} .

Let Reg(R1) = {u1, u2, ..., un} , Reg(R2) = {v1, v2, ..., vm} , and Z(R2) = {0, v1x, v2x, ..., vmxl−1} . If

(vix
j)(vsx

r) = 0, then j + r ≥ l . If j > r , then we set (0, vix
j) → (0, vsx

r) and (a, vsx
r) → (a, vix

j).

If j = r , then we set (0, vix
j) → (0, vsx

r) and (a, vsx
r) → (a, vix

j) if i > s . Now we have the

following: the sets {(0, vi) : i ∈ {1, ...,m}} , {(a, vj) : j ∈ {1, ...,m}} , {(ui, 0) : i ∈ {1, ..., n}} , and

{(ui, vjx
r) : i ∈ {i, ..., n}, j ∈ {1, ...,m}} form discrete subgraphs. The vertices (0, vj), (a, vj) are transmitters

for each j . The vertices (a, 0), (ui, 0), (ui, vsx
r) are receivers for each i, s, r . Now assume that we have a path
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(0, v1x
r1) → (0, v2x

r2) → (α, v3x
r3), where α ∈ {0, a, u1, u2, ..., un} . Then r1 + r2 ≥ l and r2 + r3 ≥ l and

since r1 ≥ r2 , we must have r1 + r3 ≥ l . Thus, by our construction we must have (0, v1x
r1) → (α, v3x

r3),

and so the vertex (0, v2x
r2) is transitive. Similarly, if we have (α, v1x

r1) → (a, v2x
r2) → (a, v3x

r3), where

α ∈ {0, a}, then r1 + r2 ≥ l and r2 + r3 ≥ l , and since r2 ≤ r3 , we must have r1 + r3 ≥ l . By our construction

we must therefore have (α, v1x
r1) → (a, v3x

r3). Thus, (a, v2x
r2) is a transitive vertex. Hence, Γ(R) is a

divisor graph.

Case 2: R1 is an integral domain.

In this case we may view Γ(R) as an induced subgraph of the graph in Case 1 by deleting the vertices

(a, 0), (a, vj) and (a, vix
j) for each i, j . Thus, Γ(R) is a divisor graph. 2

Theorem 2.11 Let R = R1 ×R2 such that diam(Γ(R1)) = 1 and diam(Γ(R2)) = 2 . Then Γ(R) is a divisor

graph.

Proof Since R2 is a finite local ring, Z(R2) is generated by a nilpotent, say Z(R2) = xR2 with xl = 0

but xl−1 ̸= 0. Let Z(R1) = {0, x1, x2, ..., xk} , Reg(R1) = {u1, u2, ..., un} , Reg(R2) = {v1, v2, ..., vm} , and
Z(R2) = {0, v1x, v2x, ..., vmxl−1} . Consider the following orientation: if (vix

j)(vsx
r) = 0, then j + r ≥ l .

If j > r , then we set (0, vix
j) → (0, vsx

r) and (xα, vsx
r) → (xβ , vix

j); if j = r , then we set

(0, vix
j) → (0, vsx

r) and (xα, vsx
r) → (xβ , vix

j) if i > s , (xα,0) → (xβ , 0) whenever α < β ; and

finally we set (0, vsx
r) → (0, vix

j) and (xα, vix
j) → (xβ , vsx

r) if j = r and i < s . In this orienta-

tion, the vertices (0, vj), (xi, vj) are transmitters for each i, j . The vertices (ui, 0) and (ui, vsx
r) are re-

ceivers for each i, s, r and the vertices (xi, 0) are all transitive except (xk, 0), which is a receiver. If (0, v1x
r1)

→ (0, v2x
r2) → (α, v3x

r3), where α ∈ {0, x1, ..., xk, u1, ..un} , then r1+r2 ≥ l and r2+r3 ≥ l , and so r1+r3 ≥ l ,

since r1 ≥ r2 . According to this orientation, (0, v1x
r1) → (α, v3x

r3). If (0, v1x
r1) → (0, v2x

r2) → (xi, 0) or

(0, v1x
r1) → (0, v2x

r2) → (ui, 0), then (0, v1x
r1) → (xi, 0) and (0, v1x

r1) → (ui, 0). Thus, (0, v2x
r2) is

transitive. If (α, v1x
r1) → (xi, v2x

r2) → (xj , v3x
r3), α ∈ {0, x1, ..., xk} , then r1 + r2 ≥ l and r2 + r3 ≥ l ,

and so r1 + r3 ≥ l , since r2 ≤ r3 . According to this orientation, (α, v1x
r1) → (xj , v3x

r3). Finally, if

(α, v1x
r1) → (xi, v2x

r2) → (xj , 0), where α ∈ {0, x1, ..., xk} , then (α, v1x
r1) → (xj , 0). Thus, (xi, v2x

r2) is

transitive. Hence, Γ(R) is a divisor graph. 2

Theorem 2.12 Let R = R1 × R2 such that diam(Γ(R1)) = diam(Γ(R2)) = 2 . Then Γ(R) is not a divisor

graph.

Proof Since diam(Γ(R1)) = diam(Γ(R2)) = 2, there are distinct vertices a, b, c, x, y , and z such that

a − b − c is a path in Γ(R1) and x − y − z is a path in Γ(R2) with ac ̸= 0 and xz ̸= 0. Then we will

have the following induced subgraph (Figure 8):

Thus, by Lemma 2.4, Γ(R) is not a divisor graph. 2

We collect the above results in the following:

Conclusion 2.13 Let R be a finite commutative principal ideal ring with unity. Then Γ(R) is a divisor graph

if and only if R is a local ring or it is a product of two local rings with at least one of them having diameter

less than 2 .

804



ABU OSBA and ALKAM/Turk J Math

H0, 1L Ha, 0L H0, xL

Hb, yL

H1, yL

Hc, zL

Figure 8.

3. Some extensions

In this section we study when the zero-divisor graphs of some extensions of a ring R are divisor graphs.

It is shown in [16] that if f(x) ∈ Z(R[x]) , then there exists a nonzero constant c ∈ R \ {0} such that

cf(x) = 0. A similar result is proved in [14] for Z(R[[x]]) when R is a Noetherian ring.

Theorem 3.1 If R is a finite commutative principal ideal ring with unity, T = R[x] or R[[x]] , then for each

f ∈ T , there exists cf ∈ R , f1 ∈ T \ Z(T ) such that f = cff1 .

Proof If f ∈ Reg(T ), then cf = 1 and f = f1 . We may thus assume that f ∈ Z(T ). As a first step we

assume that R is a local ring with maximal ideal M = aR . If f = b0 + b1x+ ... ∈ Z(T ), then it follows from

the results of [14, 16] that bi ∈ Z(R) = M for each i , and so bi = βia
ki , with ki ≥ 1 and βi is a unit in R for

each i . Let kN = Min{k0, k1, k2, ...} and let cf = akN . Then f = cff1 , where f1 = β0a
k0−kN +β1a

k1−kNx+ ...

Therefore, f1 ∈ T \Z(T ) since the coefficient of xN is βN , which is a unit in R . Now assume that R =
m∏
j=1

Rj

with Rj being a local ring for each j , and let f = b0 + b1x + ... ∈ Z(T ). Then it follows from the results of

[14, 16] that bi ∈ Z(R) for each i . Moreover, bi = (βi,1a
ki,1

1 , βi,2a
ki,2
2 , ..., βi,ma

ki,m
m ), where βi,j is a unit in

Rj , ajRj = Mj is the unique maximal ideal in Rj , and for at least one j , we have ki,j ≥ 1 since bi ∈ Z(R).

Let a = (α1, α2, ...) ∈ R \ {0} such that af = 0. It is clear that for each i , if ki,j = 0 for some j , then

αj = 0. Since a ̸= 0, it follows that there exists at least one j0 such that αj0 ̸= 0, and so ki,j0 ≥ 1 for each

i . Let kN,j = Min{k0,j , k1,j , k2,j , ...} for each j , and let cf = (a
kN,1

1 , a
kN,2

2 , ..., a
kN,m
m ). Then cf ∈ Z(R), since

kN,j0 ≥ 1. Let f1 = d0 + d1x + d2x
2 + .... , where di = (βi,1a

ki,1−kN,1

1 , βi,2a
ki,2−kN,2

2 , ..., βi,ma
ki,m−kN,m
m ). If

b = (γ1, γ2, ..., γm) ∈ R with bf1 = 0, then γj = 0 for each j , since 0 = γjβN,ja
kN,j−kN,j

j = γjβN,j , and βN,j

is a unit in Rj . Hence f1 ∈ T \ Z(T ) and f = cff1 . 2

Definition 3.2 Let R be a finite principal ideal ring with unity and let T denote R[x] or R[[x]] and f ∈ Z(T ) .

The constant cf (mentioned in Theorem 3.1) is called an annihilating content of f .

Corollary 3.3 If R is a finite commutative principal ideal ring with unity, T = R[x] or R[[x]] , then for each

f, g ∈ Z(T ) , fg = 0 if and only if cfcg = 0 .
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Theorem 3.4 Let R be a finite commutative principal ideal ring with unity, T = R[x] or R[[x]] . Then Γ(R)

is a divisor graph if and only if Γ(T ) is.

Proof Assume that Γ(R) is a divisor graph with orientation D . If f(x), g(x) ∈ T , with f(x)g(x) = 0, then

cfcg = 0. The following defines an orientation L on Γ(T ):

if cf → cg in D , then let f(x) → g(x) in L ;

if cg → cf in D , then let g(x) → f(x) in L .

Let us see why this is actually an orientation. Let f(x) = cff1 be a vertex in Γ(T ). If cf is transmitter

(receiver) in D , then f(x) is clearly a transmitter (receiver) in L . Assume that cf is transitive in D and assume

that h(x) → f(x), f(x) → g(x) in L . Then h(x)f(x) = f(x)g(x) = 0. This implies that chcf = cfcg = 0

and so ch → cf , cf → cg in D . Hence, ch → cg in D since cf is transitive in D . Thus, chcg = 0. Hence,

h(x)g(x) = 0 and h(x) → g(x) in L , and so f(x) is transitive in L . Therefore, Γ(T ) is a divisor graph.

The converse follows immediately from Lemma 2.2. 2

4. Conclusion and questions

In this article we proved that if R is a finite commutative principal ideal ring with unity, then Γ(R) is a divisor

graph if and only if R is local, R is a product of two integral domains, R is a product of two local rings such

that at least one of them is not an integral domain, or R is a product of two local rings such that at least

one of them has diameter less than 2, equals Z4 , equals Z[x]/(x2), or its unique maximal ideal M satisfies

M2 = {0} . One may ask the following questions:

(1) Can we generalize the results of this article to any finite ring? What about when the ring is Noetherian or

Artinian?

(2) When is the complement zero-divisor graph Γ(R) a divisor graph? What about the line graph L(Γ(R))

and its complement graph L(Γ(R))?

(3) What divisor graphs can be realized as zero-divisor graphs?
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