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#### Abstract

In this study, numerical solutions of the third-order nonlinear Korteweg-de Vries (KdV) equation are obtained via differential quadrature method based on modified cubic B-splines. Five different problems are solved. To show the accuracy of the proposed method, $L_{2}$ and $L_{\infty}$ error norms of the problem, which has an analytical solution, and three lowest invariants are calculated and reported. The obtained solutions are compared with some earlier works. Stability analysis of the present method is also given.
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## 1. Introduction

The present manuscript examines the KdV equation, described as

$$
\begin{equation*}
U_{t}+\varepsilon U U_{x}+\mu U_{x x x}=0 \tag{1}
\end{equation*}
$$

where subscripts $t$ and $x$ denote partial derivatives with respect to time and space, respectively, and $\varepsilon$ and $\mu$ are constant parameters.

In the natural world, the Korteweg-de Vries (KdV) equation has been widely used to model a variety of nonlinear phenomena such as ion acoustic waves in plasmas, and shallow water waves. In the equation, the derivative $U_{t}$ characterizes the time evolution of the wave propagating in one direction, the nonlinear term $U U_{x}$ describes the steepening of the wave, and the linear term $U_{x x x}$ stands for the spreading or dispersion of the wave. The KdV equation was derived by Korteweg and de Vries to describe shallow water waves of long wavelength and small amplitude. The KdV equation is a nonlinear evolution equation modeling a diversity of important finite amplitude dispersive wave phenomena. The equation has been the simplest nonlinear equation describing two important effects: nonlinearity, which is represented by $U U_{x}$, and linear dispersion, which is represented by $U_{x x x}$. Nonlinearity of $U U_{x}$ tends to localize the wave whereas dispersion spreads the wave out. The stability of solitons is a result of the delicate equilibrium between the two effects of nonlinearity and dispersion [1, 2, 13, 17].

The differential quadrature method (DQM) was first introduced by Bellman et al.[9] in 1972. The DQM has widely become a preferable method in recent years due to its simplicity for application. Numerous researchers have developed different types of DQMs by utilizing various test functions such as Legendre polynomials and

[^0]spline functions [9, 10], Lagrange interpolation polynomials [23, 29, 30], Hermite polynomials [14], radial basis functions [32], harmonic functions [37], Sinc functions [12, 24], and B-spline functions [5-8, 20, 25, 26].

In the present manuscript, the modified cubic B-spline differential quadrature method (MCBC-DQM) is applied to obtain approximate solutions of the KdV equation. Since modified cubic B-splines are third-order functions, to obtain directly third-order weighting coefficients is impossible. To overcome this obstacle we used the matrix multiplication approach.

## 2. Modified cubic B-spline DQM

We are going to consider Eq. (1) with the following boundary conditions:

$$
\begin{equation*}
U(a, t)=g_{1}(t), \quad U(b, t)=g_{2}(t), \quad t \geq 0 \tag{2}
\end{equation*}
$$

and with the following initial condition:

$$
\begin{equation*}
U(x, 0)=f(x), \quad a \leq x \leq b \tag{3}
\end{equation*}
$$

where $g_{1}(t)$ and $g_{2}(t)$ are constants. The DQM can be defined as an approximation to a derivative of a given function by using the linear summation of its values at specific discrete grid points over the solution domain of a problem. Let us take the grid distribution $a=x_{1}<x_{2}<\cdots<x_{N}=b$ of a finite interval [ $a, b$ ] into consideration. Provided that any given function $U(x)$ is smooth enough over the solution domain, its derivatives with respect to $x$ at a grid point $x_{i}$ can be approximated by a linear summation of all the functional values in the solution domain, namely,

$$
\begin{equation*}
U_{x}^{(r)}\left(x_{i}\right)=\left.\frac{d^{(r)} U}{d x^{(r)}}\right|_{x_{i}}=\sum_{j=1}^{N} w_{i j}^{(r)} U\left(x_{j}\right), \quad i=1,2, \ldots, N, \quad r=1,2, \ldots, N-1 \tag{4}
\end{equation*}
$$

where $r$ denotes the order of derivative, $w_{i j}^{(r)}$ represents the weighting coefficients of the $r-t h$ order derivative approximation, and $N$ denotes the number of grid points in the solution domain. Here the index $j$ represents the fact that $w_{i j}^{(r)}$ is the corresponding weighting coefficient of the functional value $U\left(x_{j}\right)$.

In this study, we are going to need the first- and third-order derivatives of the function $U(x)$. However, third-order derivatives of the cubic B-spline functions do not exist. Hence, we are going to find the value of the equation (4) for the $r=1$ and then by using first- and second-order weighting coefficients obtain third-order weighting coefficients.

If we consider Eq. (4) carefully, we see that the fundamental process for approximating the derivatives of any given function through the DQM is to find out the corresponding weighting coefficients $w_{i j}^{(r)}$. The main idea behind DQM approximation is to find out the corresponding weighting coefficients $w_{i j}^{(r)}$ by means of a set of base functions spanning the problem domain. While determining the corresponding weighting coefficients, a different basis may be used. In the present study, we are going to try to compute weighting coefficients with a modified cubic B-spline basis.

Let $Q_{m}(x)$ be the cubic B-splines with knots at the points $x_{i}$, where the uniformly distributed $N$ grid points are taken as $a=x_{1}<x_{2}<\cdots<x_{N}=b$ on the ordinary real axis. Then the cubic B-splines $\left\{Q_{0}\right.$,
$\left.Q_{1}, \ldots, Q_{N+1}\right\}$ form a basis for functions defined over $[a, b]$. The cubic B-splines $Q_{m}(x)$ are defined by the relationships:

$$
Q_{m}(x)=\frac{1}{h^{3}} \begin{cases}\left(x-x_{m-2}\right)^{3}, & x \in\left[x_{m-2}, x_{m-1}\right] \\ \left(x-x_{m-2}\right)^{3}-4\left(x-x_{m-1}\right)^{3}, & x \in\left[x_{m-1}, x_{m}\right] \\ \left(x_{m+2}-x\right)^{3}-4\left(x_{m+1}-x\right)^{3}, & x \in\left[x_{m}, x_{m+1}\right] \\ \left(x_{m+2}-x\right)^{3} & x \in\left[x_{m+1}, x_{m+2}\right] \\ 0, & \text { otherwise }\end{cases}
$$

where $h=x_{m}-x_{m-1}$ for all $m$. [28] The values of cubic B-splines and its derivatives at the grid points are given in Table 1.

Table 1. The value of cubic B-splines and derivatives functions at the grid points.

| $x$ | $x_{m-2}$ | $x_{m-1}$ | $x_{m}$ | $x_{m+1}$ | $x_{m+2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $Q_{m}$ | 0 | 1 | 4 | 1 | 0 |
| $Q_{m}^{\prime}$ | 0 | $\frac{3}{h}$ | 0 | $\frac{-3}{h}$ | 0 |
| $Q_{m}^{\prime \prime}$ | 0 | $\frac{6}{h^{2}}$ | $\frac{-12}{h^{2}}$ | $\frac{6}{h^{2}}$ | 0 |

Using the modified cubic B-splines results in a diagonally dominant matrix system of equations. This structure has great importance for the stability analysis. Modification of cubic B-splines can be carried out differently. Among others, Mittal and Jain [27] have introduced modified cubic B-splines at the grid points as follows:

$$
\begin{align*}
\phi_{1}(x) & =Q_{1}(x)+2 Q_{0}(x) \\
\phi_{2}(x) & =Q_{2}(x)-Q_{0}(x) \\
\phi_{k}(x) & =Q_{k}(x) \text { for } k=3,4, \ldots, N-2 \\
\phi_{N-1}(x) & =Q_{N-1}(x)-Q_{N+1}(x) \\
\phi_{N}(x) & =Q_{N}(x)+2 Q_{N+1}(x), \tag{5}
\end{align*}
$$

where $\phi_{k},(k=1,2, \ldots, N)$ forms a basis functions over the $[a, b]$ domain. This modification provides some advantages such as having a larger stability region and does not need any additional equations to obtain weighting coefficients like the cubic-DQM [22].

### 2.1. Weighting coefficients of first-order derivatives

From Eq. (4) with value of $r=1$, we have obtained

$$
\begin{equation*}
\phi_{k}^{\prime}\left(x_{i}\right)=\sum_{j=1}^{N} w_{i, j}^{(1)} \phi_{k}\left(x_{j}\right) \text { for } i=1,2, \ldots, N ; k=1,2, \ldots, N \tag{6}
\end{equation*}
$$

equation. For the first grid point $x_{1}(6)$, we get the form

$$
\begin{equation*}
\phi_{k}^{\prime}\left(x_{1}\right)=\sum_{j=1}^{N} w_{1, j}^{(1)} \phi_{k}\left(x_{j}\right) \text { for } k=1,2, \ldots, N \tag{7}
\end{equation*}
$$

and by using the value of modified cubic basis functions

$$
\left[\begin{array}{ccccccc}
6 & 1 & & & & &  \tag{8}\\
0 & 4 & 1 & & & & \\
& 1 & 4 & 1 & & & \\
& & \ddots & \ddots & \ddots & & \\
& & & 1 & 4 & 1 & \\
& & & & 1 & 4 & 0 \\
& & & & & 1 & 6
\end{array}\right]\left[\begin{array}{c}
w_{1,1}^{(1)} \\
w_{1,2}^{(1)} \\
w_{1,3}^{(1)} \\
\vdots \\
\\
w_{1, N-1}^{(1)} \\
w_{1, N}^{(1)}
\end{array}\right]=\left[\begin{array}{c}
-6 / h \\
6 / h \\
0 \\
\vdots \\
\\
0 \\
0
\end{array}\right]
$$

equation system is obtained. Similarly, by using the value of modified cubic basis functions at the $x_{i}$, $(2 \leq i \leq N-1)$ grid points, respectively,

$$
\left[\begin{array}{ccccccc}
6 & 1 & & & & &  \tag{9}\\
0 & 4 & 1 & & & & \\
& 1 & 4 & 1 & & & \\
& & \ddots & \ddots & \ddots & & \\
& & & 1 & 4 & 1 & \\
& & & & 1 & 4 & 0 \\
& & & & & 1 & 6
\end{array}\right]\left[\begin{array}{c}
w_{i, 1}^{(1)} \\
\vdots \\
w_{i, i-1}^{(1)} \\
w_{i, i}^{(1)} \\
w_{i, i+1}^{(1)} \\
\vdots \\
w_{i, N}^{(1)}
\end{array}\right]=\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
-3 / h \\
0 \\
3 / h \\
0 \\
\vdots \\
0
\end{array}\right]
$$

equation system is obtained. For the last grid point $x_{N}$

$$
\left[\begin{array}{ccccccc}
6 & 1 & & & & &  \tag{10}\\
0 & 4 & 1 & & & & \\
& 1 & 4 & 1 & & & \\
& & \ddots & \ddots & \ddots & & \\
& & & 1 & 4 & 1 & \\
& & & & 1 & 4 & 0 \\
& & & & & 1 & 6
\end{array}\right]\left[\begin{array}{c}
w_{N, 1}^{(1)} \\
w_{N, 2}^{(1)} \\
\vdots \\
\\
w_{N, N-2}^{(1)} \\
w_{N, N-1}^{(1)} \\
w_{N, N}^{(1)}
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
\\
0 \\
-6 / h \\
6 / h
\end{array}\right]
$$

equation system is obtained. Thus, weighting coefficients $w_{i, j}^{(1)}$, which are related to $x_{i},(i=1,2, \ldots, N)$ are found quite easily by solving (8), (9), and (10) equation systems with the Thomas algorithm.

### 2.2. Weighting coefficients of second-order derivatives

This method depends on the first-order weighting coefficients when obtaining weighting coefficients of the second-order derivatives. By Shu's recurrence formula, the second-order weighting coefficients are determined for $i=1,2, \ldots, N$ and $j=1,2, \ldots, N$ as below [33]:

$$
\begin{align*}
w_{i, j}^{(2)} & =2 w_{i, j}^{(1)}\left(w_{i, i}^{(1)}-\frac{1}{\left(x_{i}-x_{j}\right)}\right), \quad \text { for } i \neq j  \tag{11}\\
w_{i, i}^{(2)} & =-\sum_{j=1, j \neq i}^{N} w_{i, j}^{(2)} \tag{12}
\end{align*}
$$

### 2.3. Weighting coefficients of third-order derivatives

This method depends on the first- and second-order weighting coefficients to obtain weighting coefficients of the third-order derivatives. By the matrix multiplication approach, the third-order weighting coefficients are determined as below [33]:

$$
\begin{equation*}
\left[A^{(m)}\right]=\left[A^{(1)}\right]\left[A^{(m-1)}\right]=\left[A^{(m-1)}\right]\left[A^{(1)}\right], \quad m=2,3, \ldots, N-1 \tag{13}
\end{equation*}
$$

where $\left[A^{(m-1)}\right]$ and $\left[A^{(m)}\right]$ are the weighting coefficient matrices of the $(m-1)-t h$ and $m-t h$ order derivatives, respectively. Although equation (13) looks simple, it involves more arithmetic operations as compared to (11) and (12). It is noted that the calculation of each weighting coefficient by Eq. (13) involves $N$ multiplications and $(N-1)$ additions, i.e. a total of $(2 N-1)$ arithmetic operations. On the other hand, Shu's recurrence relationship (11) involves two multiplications, one division, and one subtraction, i.e. a total of four arithmetic operations [33].

## 3. Numerical discretization

The KdV equation of the form

$$
\begin{equation*}
U_{t}+\varepsilon U U_{x}+\mu U_{x x x}=0 \tag{14}
\end{equation*}
$$

with the boundary conditions (2) and the initial condition (3) is rewritten as

$$
\begin{equation*}
U_{t}=-\varepsilon U U_{x}-\mu U_{x x x} \tag{15}
\end{equation*}
$$

Then the differential quadrature derivative approximations of the first and the third orders have been used in Eq. (15)

$$
\begin{equation*}
\frac{d U\left(x_{i}\right)}{d t}=-\varepsilon U\left(x_{i}, t\right) \sum_{j=1}^{N} w_{i, j}^{(1)} U\left(x_{j}, t\right)-\mu \sum_{j=1}^{N} w_{i, j}^{(3)} U\left(x_{j}, t\right), \quad i=1,2, \ldots, N \tag{16}
\end{equation*}
$$

and ordinary differential equation (16) is obtained. Then the ordinary differential equation given by (16) is integrated in time by means of an appropriate method. Here we have preferred the strong stability-preserving Runge-Kutta (SSP-RK43) method [36] due to its advantages such as accuracy, stability, and memory allocation properties. By using different types time integration methods and obtaining second- and third-order weighting coefficients by Shu's recurrence relationship and matrix multiplication approach the numerical results will change. Thus, we may say by using MCBC-DQM and SSP-RK43 together a hybrid method has been applied.

## 4. Numerical examples and stability

In this section, we have obtained the numerical solutions of the KdV equation by the MCBC-DQM. The accuracy of the numerical method is checked by using the error norms $L_{2}$ and $L_{\infty}$, respectively:

$$
\begin{align*}
L_{2} & =\left\|U^{\text {exact }}-U_{N}\right\|_{2} \simeq \sqrt{h \sum_{J=1}^{N}\left|U_{j}^{\text {exact }}-\left(U_{N}\right)_{j}\right|^{2}} \\
L_{\infty} & =\left\|U^{\text {exact }}-U_{N}\right\|_{\infty} \simeq \max _{j}\left|U_{j}^{\text {exact }}-\left(U_{N}\right)_{j}\right|, j=1,2, \ldots, N-1 . \tag{17}
\end{align*}
$$

The following lowest three invariants corresponding to conservation of mass, momentum, and energy will be computed:

$$
\begin{equation*}
I_{1}=\int_{a}^{b} U d x, \quad I_{2}=\int_{a}^{b} U^{2} d x, \quad I_{3}=\int_{a}^{b}\left[U^{3}-\frac{3 \mu}{\varepsilon}\left(U^{\prime}\right)^{2}\right] d x \tag{18}
\end{equation*}
$$

Relative changes in invariants are defined as $\widehat{I}_{j}=\frac{I_{j}^{\text {final }}-I_{j}^{\text {initial }}}{I_{j}^{\text {initial }}}, j=1,2,3$.
Stability analysis of a numerical method for a nonlinear differential equation requires the determination of eigenvalues of coefficient matrices. With the numerical discretization of the partial differential equation KdV, it turns into an ordinary differential equation.

The stability of a time-dependent problem:

$$
\begin{equation*}
\frac{\partial U}{\partial t}=l(U) \tag{19}
\end{equation*}
$$

with the proper initial and boundary conditions, where $l$ is a spatial differential operator. After discretization with the DQM, Eq. (19) is reduced to a set of ordinary differential equations in time as follows:

$$
\begin{equation*}
\frac{d\{u\}}{d t}=[A]\{u\}+\{b\} \tag{20}
\end{equation*}
$$

where $\{u\}$ is an unknown vector of the functional values at the grid points except the left and right boundary points, $\{b\}$ is a vector containing the nonhomogeneous part and the boundary conditions and $A$ is the coefficient matrix. The stability of a numerical scheme for numerical integration of Eq. (20) depends on the stability of the ordinary differential Eq. (20). If the ordinary differential Eq. (20) is not stable, numerical methods may not generate converged solutions. The stability of Eq. (20) is related to the eigenvalues of the matrix $A$, since its exact solution is directly determined by the eigenvalues of the matrix $A$. When all $\operatorname{Re}\left(\lambda_{i}\right) \leq 0$ for all $i$ it is enough to show the stability of the exact solution of $\{u\}$ as $t \rightarrow \infty$, where $\operatorname{Re}\left(\lambda_{i}\right)$ denotes the real part of the eigenvalues $\lambda_{i}$ of the matrix $A$. The matrix $A$ in Eq. (20) is determined as $A_{i j}=-\varepsilon \alpha_{i} w_{i, j}^{(1)}-\mu w_{i, j}^{(3)}$, where $\alpha_{i}=U\left(x_{i}, t\right)$ [33]. The eigenvalues of matrix $A$ should be in the stability region as shown in Figure 1 [21].

### 4.1. Single soliton

The initial condition:

$$
\begin{equation*}
U(x, 0)=3 C \sec h^{2}(A x+D) \tag{21}
\end{equation*}
$$

where $A, C$, and $D$ are constants given by the boundary conditions $U(0, t)=U(2, t)=0$ for all times.
For this condition, the KdV equation has an analytic solution given in the form of

$$
\begin{equation*}
U(x, t)=3 C \sec h^{2}(A x-B t+D) \tag{22}
\end{equation*}
$$

provided that

$$
\begin{equation*}
A=\frac{1}{2}(\varepsilon C / \mu)^{1 / 2} \text { and } B=\frac{1}{2} \varepsilon C(\varepsilon C / \mu)^{1 / 2} \tag{23}
\end{equation*}
$$



Figure 1. Stability regions of fourth order SSPRK eigenvalues.


Figure 2. Single soliton solution for $\Delta t=0.0005$ and $N=201$ and $\operatorname{error}\left(\mathrm{U}-\mathrm{U}_{N}\right)$ at time $\mathrm{t}=3$.
so that (22) yields a probable initial condition when $A=\frac{1}{2}(\varepsilon / \mu)^{1 / 2}$ and really simulates a single soliton that moves toward the right having the velocity $\varepsilon C$.

To be able to make a comparison with earlier studies, $\varepsilon=1, \mu=4.84 \times 10^{-4}, C=0.3, D=-6, \Delta t$ $=0.0005$, and $N=201$ will be used. For the present case, the obtained solution is going to move toward the right, having a speed of $\varepsilon C$. Simulations of single soliton time up to $t=3$ and the error value between analytical and numerical solutions are given in Figure 2. If we plot the graphs of the numerical solution and the exact solution, their curves will be indistinguishable. The agreement is very good. To make a comparison quantitatively, we have also computed the error norms $L_{2}$ and $L_{\infty}$ in Table 2 and Table 3. Moreover, the first three invariants $I_{1}, I_{2}$, and $I_{3}$ and relative changes in invariants are reported in Table 4 until $t=3$.

In Table 2, the $L_{2}$ norm is less than $4.7 \times 10^{-5}$ while the $L_{\infty}$ norm is less than $1.3 \times 10^{-4}$ at time $t=3$ and so they are small enough to be accepted. As it is straightforwardly seen from Table 2 , the present

Table 2. Comparison of $L_{2}$ and $L_{\infty}$ error norms at various times.

| $L_{2} \times 10^{6}$ error norms at various times | $\varepsilon$ | $\mu \times 10^{4}$ | $N$ | $\Delta t$ | Time |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | 1 | 2 | 3 |
| MCBC-DQM (Present) | 1 | 4.84 | 101 | 0.001 | 348.3 | 658.2 | 972.7 |
|  | 1 | 4.84 | 160 | 0.001 | 47.6 | 91.3 | 134.7 |
|  | 1 | 4.84 | 201 | 0.0005 | 17.5 | 31.2 | 46.0 |
| Zabusky [39] | 1 | 4.84 | 200 | 0.0005 | 28660.0 |  |  |
| Galerkin [3] | 1 | 4.84 | 200 | 0.0005 | 18720.0 |  |  |
| Septic spline Coll.[34] | 1 | 4.84 | 200 | 0.005 | 22100.0 |  |  |
| Petrov-Galerkin [31] | 1 | 4.84 | 200 | 0.005 | 13260.0 |  |  |
| Mod. Petrov-Galerkin [31] | 1 | 4.84 | 200 | 0.005 | 740.0 |  |  |
| RBF Coll TPS [15] | 1 | 4.84 | 200 | 0.005 | 4338.1 |  | 2606.0 |
| RBF Coll IMQ [15] | 1 | 4.84 | 200 | 0.005 | 2210.4 |  | 2751.0 |
| RBF Coll IQ [15] | 1 | 4.84 | 200 | 0.005 | 754.1 |  | 1013.0 |
| RBF Coll MQ [15] | 1 | 4.84 | 200 | 0.005 | 26.0 |  | 62.0 |
| RBF Coll G [15] | 1 | 4.84 | 200 | 0.005 | 26.7 |  | 46.0 |
| Galerkin quad-spline [18] | 1 | 4.84 | 200 | 0.005 | 60.0 | 86.0 | 107.0 |
| Galerkin cubic-spline [19] | 1 | 4.84 | 200 | 0.005 | 90.0 | 180.0 | 280.0 |
| Subdomain [35] | 1 | 4.84 | 200 | 0.001 | 22200.0 |  |  |
| LPDQ [23] | 1 | 4.84 | 100 | 0.001 | 1185.0 | 1290.0 | 1381.0 |
| QBDQM [6] | 1 | 4.84 | 101 | 0.001 | 227.1 | 354.5 | 485.2 |
| $L_{\infty} \times 10^{5}$ error norms at various times | $\varepsilon$ | $\mu \times 10^{4}$ | $N$ | $\Delta t$ | Time |  |  |
|  |  |  |  |  | 1 | 2 | 3 |
| MCBC-DQM (Present) | 1 | 4.84 | 101 | 0.001 | 106.9 | 187.7 | 268.0 |
|  | 1 | 4.84 | 160 | 0.001 | 14.2 | 26.7 | 38.2 |
|  | 1 | 4.84 | 201 | 0.0005 | 5.4 | 9.2 | 12.9 |
| Zabusky [39] | 1 | 4.84 | 200 | 0.0005 | 813.0 |  |  |
| Galerkin [3] | 1 | 4.84 | 200 | 0.0005 | 491.0 |  |  |
| RBF Coll TPS [15] | 1 | 4.84 | 200 | 0.005 |  |  | 634.5 |
| RBF Coll IMQ [15] | 1 | 4.84 | 200 | 0.005 |  |  | 501.8 |
| RBF Coll IQ [15] | 1 | 4.84 | 200 | 0.005 |  |  | 209.0 |
| RBF Coll MQ [15] | 1 | 4.84 | 200 | 0.005 |  |  | 13.3 |
| RBF Coll G [15] | 1 | 4.84 | 200 | 0.005 |  |  | 13.6 |
| Petrov-Galerkin [31] | 1 | 4.84 | 200 | 0.005 | 383.0 |  |  |
| Mod. Petrov-Galerkin [31] | 1 | 4.84 | 200 | 0.005 | 21.0 |  |  |
| LPDQ [23] | 1 | 4.84 | 100 | 0.001 | 274.5 | 224.0 | 242.2 |
| QBDQM [6] | 1 | 4.84 | 101 | 0.001 | 73.8 | 108.6 | 142.8 |
| Local scheme [38] | 6 | 10000 | 250 | 0.125 | 173.0 |  |  |
| Global scheme [38] | 6 | 10000 | 308 | 0.12 | 477.0 |  |  |

Table 3. Comparison of $L_{2}$ and $L_{\infty}$ error norms at time $\mathrm{t}=3.0$.

|  |  |  | MCBC-DQM (Present) |  | Cubic-DQM [22] |  | Quartic-DQM[22] |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\varepsilon$ | $\mu \times 10^{4}$ | $N$ | $\Delta t$ | $L_{2} \times 10^{6}$ | $L_{\infty} \times 10^{5}$ | $L_{2} \times 10^{6}$ | $L_{\infty} \times 10^{5}$ | $L_{2} \times 10^{6}$ | $L_{\infty} \times 10^{5}$ |
| 1 | 4.84 | 81 | $10^{-6}$ | 2698.1 | 771.3 | 4560 | 854 | 2600 | 704 |
| 1 | 4.84 | 101 | $10^{-6}$ | 972.6 | 268.0 | 3320 | 544 | 1700 | 434 |
| 1 | 4.84 | 151 | $10^{-6}$ | 187.6 | 53.1 | 2010 | 382 | 850 | 328 |
| 1 | 4.84 | 201 | $10^{-6}$ | 45.8 | 12.8 | - | - | - | - |
| 1 | 4.84 | 301 | $10^{-6}$ | 24.3 | 6.3 | - | - | - | - |

Table 4. Invariants for single soliton: $\Delta t=0.0005$ and $N=201$.

| $t$ | $I_{1} \times 10^{1}$ | $I_{2} \times 10^{2}$ | $I_{3} \times 10^{2}$ | $\widehat{I}_{1}$ | $\widehat{I}_{2}$ | $\widehat{I}_{3}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.0 | 1.44598000 | 8.67592500 | 4.68506900 | - | - | - |
| 1.0 | 1.44598000 | 8.67592400 | 4.68506800 | $0.0 \times 10^{-9}$ | $-1.1 \times 10^{-7}$ | $-2.1 \times 10^{-7}$ |
| 2.0 | 1.44597900 | 8.67592500 | 4.68506600 | $-6.9 \times 10^{-7}$ | $0.0 \times 10^{-9}$ | $-6.4 \times 10^{-7}$ |
| 3.0 | 1.44598100 | 8.67592600 | 4.68507000 | $6.9 \times 10^{-7}$ | $1.1 \times 10^{-7}$ | $2.1 \times 10^{-7}$ |

results are in good agreement with those given in earlier works. To show the difference between the cubic-DQM and MCBC-DQM a comparison of results with the same parameters is given in Table 3. It is obviously seen from Table 3 that the present results are better than those of the cubic-DQM [22]. As it is straightforwardly seen from Table 4, the absolute maximum relative changes of invariants are less than $7.0 \times 10^{-7}, 1.2 \times$ $10^{-7}$, and $6.5 \times 10^{-7}$, respectively, during all simulations. We may say that the three invariants computed are satisfactorily constant.

### 4.2. Double solitons

Our second test problem has the initial condition given in [15]

$$
\begin{equation*}
U(x, 0)=3 c_{1} \sec h^{2}\left(A_{1} x+D_{1}\right)+3 c_{2} \sec h^{2}\left(A_{2} x+D_{2}\right) \tag{24}
\end{equation*}
$$

and boundary conditions

$$
\begin{equation*}
U(0, t)=U(2, t)=0 \tag{25}
\end{equation*}
$$

where $\varepsilon=1, \mu=4.84 \times 10^{-4}, C_{1}=0.3, C_{2}=0.1, D_{1}=D_{2}=-6, \Delta t=0.0005$ and $N=201$ will be considered in all simulations.

As seen noticeably in Figure 3 the greater soliton, which has 0.9 amplitude, is located at the left of the smaller soliton initially. By the time the faster soliton has caught the slower one and at the end of the simulation the double solitons have a reverse situation. The invariants $I_{1}, I_{2}$ and $I_{3}$ are recorded and reported with relative changes in invariants in Table 5 for the present case. It is noticeably seen from Table 8 that the maximum absolute values of relative changes in invariants are less than $2.6 \times 10^{-5}, 5.6 \times 10^{-6}$ and $2.1 \times$ $10^{-5}$, respectively, during the simulation and therefore they can be considered almost constant.


Figure 3. Simulations for double solitons.

### 4.3. Triple solitons

Our third test problem is reproduction of three solitons from a single solitary wave initial condition is given by [16]

$$
U(x, 0)=\frac{2}{3} \sec h^{2}\left(\frac{x-1}{\sqrt{108 \mu}}\right)
$$

with values of $\varepsilon=1, \mu=0.0001, \Delta t=0.0001$, and $N=751$.
The simulation is run up to time $t=4$ in the region [0,3]. Reproduction of triple waves from single solitary waves is shown in Figure 4. The three lowest invariants are computed and reported with comparison of some earlier works given in Table 6. Relative changes in invariants are also added to Table 6. It is seen noticeably from Table 6 that maximum absolute values of relative changes in invariants are less than $7.3 \times$ $10^{-7}, 2.6 \times 10^{-6}$, and $9.9 \times 10^{-6}$, respectively, during the simulation and therefore they can be considered almost constant again.

Table 5. Invariants for double solitons: $\Delta t=0.0005$ and $N=201$.


### 4.4. Maxwellian initial condition

For the fourth test problem we have selected the Maxwellian initial condition given by [18]

$$
U(x, 0)=\exp \left(-x^{2}\right)
$$

with boundary conditions $U(-15, t)=U(15, t)=0$ to observe propagation of a single solitary wave.
With the value of $\mu$, the solutions will change. The critical value of $\mu$ was given as $\mu_{c}=0.0625$ in [11]. We have investigated solutions of the Maxwellian initial condition for $\mu=0.0625, \Delta t=0.001$, and $N=481$ and we fix the value of $\varepsilon=1$ to all solutions.

All of the simulations are run up to time $t=10$ and shown in Figure 5 . When the critical value of $\mu$ is used in simulations as $\mu_{c}=0.0625$ the single solitary wave is observed with no oscillatory tail. This is the result of balance between the nonlinear and dispersive effects [11]. By decreasing the value of $\mu$ to $\mu=0.04$ with


Figure 4. Simulations of triple solitons time up to $t=3$

Table 6. Invariants for triple solitons: $\Delta t=0.0001$ and $N=871$.

|  | MCBC-DQM (Present) |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| $t$ | $I_{1} \times 10^{1}$ | $I_{2} \times 10^{2}$ | $I_{3} \times 10^{2}$ | $\widehat{I}_{1}$ | $\widehat{I}_{2}$ | $\widehat{I}_{3}$ |  |
| 0 | 1.38564000 | 6.15839900 | 3.14763000 | - | - | - |  |
| 1 | 1.38564000 | 6.15841400 | 3.14766100 | $0.0 \times 10^{-9}$ | $2.4 \times 10^{-6}$ | $9.8 \times 10^{-6}$ |  |
| 2 | 1.38564100 | 6.15841500 | 3.14766000 | $7.2 \times 10^{-7}$ | $2.5 \times 10^{-6}$ | $9.5 \times 10^{-6}$ |  |
| 3 | 1.38564100 | 6.15841200 | 3.14766000 | $7.2 \times 10^{-7}$ | $2.1 \times 10^{-6}$ | $9.5 \times 10^{-6}$ |  |
| 4 | 1.38564000 | 6.15840800 | 3.14765600 | $0.0 \times 10^{-9}$ | $1.4 \times 10^{-6}$ | $8.2 \times 10^{-6}$ |  |
| t | CDQ [22] |  |  |  |  |  |  |
| 0 | 1.38564063 | 6.15840287 | 3.14762813 | 1.38564063 | 6.15840287 | 3.14762811 |  |
| 1 | 1.38565309 | 6.15844240 | 3.14760463 | 1.38543443 | 6.15842579 | 3.14756106 |  |
| 2 | 1.38563108 | 6.15857397 | 3.14774386 | 1.38531080 | 6.15865591 | 3.14754356 |  |
| 3 | 1.38563254 | 6.15866382 | 3.14788540 | 1.38537991 | 6.15896863 | 3.14745087 |  |
| 4 | 1.38562387 | 6.15885831 | 3.14802419 | 1.38564064 | 6.15923613 | 3.14714932 |  |

$\Delta t=0.001$ and $N=551$ we observe a solitary wave with an oscillatory tail behind of the wave (Figure 5). By the decreasing of value of $\mu$ to $\mu=0.01$ with $\Delta t=0.001$ and $N=661$ we observe three solitary waves and for the lowest value of $\mu=0.001$ with $\Delta t=0.001$ and $N=1201$ we observe nine solitons (Figure 5). The three lowest invariants are computed and reported as given in Table 7. Relative changes in invariants are also added to Table 7. It is seen noticeably from Table 7 that the maximum absolute values of relative changes in invariants for the values of $\mu$ from $\mu=0.0625$ to $\mu=0.001$ are less than $8.0 \times 10^{-4}, 1.6 \times 10^{-4}, 7.9$ $\times 10^{-5}$, and $8.3 \times 10^{-4}$, respectively, during all simulations and therefore they can be considered almost constant again.


Figure 5. Simulations for Maxwellian initial condition.


Figure 6. Simulations of train of ten solitons time up to $t=800$.
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Table 7. Invariants for Maxwellian initial condition.

| $\mu$ | Time | $I_{1}$ | $I_{2}$ | $I_{3} \times 10^{1}$ | $\widehat{I}_{1}$ | $\widehat{I}_{2}$ | $\widehat{I}_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0625 | 0 | 1.772454 | 1.253314 | 7.883310 | - | - | - |
|  | 2 | 1.772455 | 1.253314 | 7.883322 | $5.6 \times 10^{-7}$ | $0.0 \times 10^{-9}$ | $1.5 \times 10^{-6}$ |
|  | 4 | 1.772972 | 1.253310 | 7.883376 | $2.9 \times 10^{-4}$ | $-3.1 \times 10^{-6}$ | $8.3 \times 10^{-6}$ |
|  | 6 | 1.772925 | 1.253329 | 7.883488 | $2.6 \times 10^{-4}$ | $1.1 \times 10^{-5}$ | $2.2 \times 10^{-5}$ |
|  | 8 | 1.773667 | 1.253245 | 7.883575 | $6.8 \times 10^{-4}$ | $-5.5 \times 10^{-5}$ | $3.3 \times 10^{-5}$ |
|  | 10 | 1.771050 | 1.253196 | 7.883694 | $-7.9 \times 10^{-4}$ | $-9.4 \times 10^{-5}$ | $4.8 \times 10^{-5}$ |
| 0.04 | 0 | 1.772454 | 1.253314 | 8.729294 | - | - | - |
|  | 2 | 1.772460 | 1.253315 | 8.729322 | $3.3 \times 10^{-6}$ | $7.9 \times 10^{-7}$ | $3.2 \times 10^{-6}$ |
|  | 4 | 1.772377 | 1.253314 | 8.729339 | $-4.3 \times 10^{-5}$ | $0.0 \times 10^{-9}$ | $5.1 \times 10^{-6}$ |
|  | 6 | 1.772443 | 1.253315 | 8.729348 | $-6.2 \times 10^{-6}$ | $7.9 \times 10^{-7}$ | $6.1 \times 10^{-6}$ |
|  | 8 | 1.772185 | 1.253315 | 8.729380 | $-1.5 \times 10^{-4}$ | $7.9 \times 10^{-7}$ | $9.8 \times 10^{-6}$ |
|  | 10 | 1.772307 | 1.253325 | 8.729328 | $-8.2 \times 10^{-5}$ | $8.7 \times 10^{-6}$ | $3.8 \times 10^{-6}$ |
| 0.01 | 0 | 1.772453 | 1.253314 | 9.857275 | - | - | - |
|  | 2 | 1.772453 | 1.253323 | 9.857627 | $0.0 \times 10^{-9}$ | $7.1 \times 10^{-6}$ | $3.5 \times 10^{-5}$ |
|  | 4 | 1.772453 | 1.253331 | 9.857994 | $0.0 \times 10^{-9}$ | $1.3 \times 10^{-5}$ | $7.2 \times 10^{-5}$ |
|  | 6 | 1.772451 | 1.253332 | 9.858038 | $-1.1 \times 10^{-6}$ | $1.4 \times 10^{-5}$ | $7.7 \times 10^{-5}$ |
|  | 8 | 1.772451 | 1.253332 | 9.858042 | $-1.1 \times 10^{-6}$ | $1.4 \times 10^{-5}$ | $7.7 \times 10^{-5}$ |
|  | 10 | 1.772443 | 1.253332 | 9.858044 | $-5.6 \times 10^{-6}$ | $1.4 \times 10^{-5}$ | $7.8 \times 10^{-5}$ |
|  |  | $I_{1}$ | $I_{2}$ | $I_{3}$ |  |  |  |
| 0.001 | 0 | 1.772454 | 1.253314 | 1.019567 | - | - | - |
|  | 2 | 1.772452 | 1.253399 | 1.019973 | $-1.1 \times 10^{-6}$ | $6.7 \times 10^{-5}$ | $3.9 \times 10^{-4}$ |
|  | 4 | 1.772437 | 1.253493 | 1.020409 | $-9.5 \times 10^{-6}$ | $1.4 \times 10^{-4}$ | $8.2 \times 10^{-4}$ |
|  | 6 | 1.772429 | 1.253503 | 1.020408 | $-1.4 \times 10^{-5}$ | $1.5 \times 10^{-4}$ | $8.2 \times 10^{-4}$ |
|  | 8 | 1.772435 | 1.253510 | 1.020383 | $-1.0 \times 10^{-5}$ | $1.5 \times 10^{-4}$ | $8.0 \times 10^{-4}$ |
|  | 10 | 1.772494 | 1.253513 | 1.020388 | $2.2 \times 10^{-5}$ | $1.5 \times 10^{-4}$ | $8.0 \times 10^{-4}$ |

### 4.5. Train of solitons

Our fifth and the last test problem has the initial condition given by [19]

$$
\begin{equation*}
U(x, 0)=0.5\left[1-\tanh \frac{|x|-x_{0}}{d}\right] \tag{26}
\end{equation*}
$$

and boundary conditions

$$
\begin{equation*}
U(-50, t)=U(150, t)=0 \tag{27}
\end{equation*}
$$

where $-50 \leq x \leq 150, d=5$, and $x_{0}=25$ will be considered in all simulations.
The solution vector after a very long run time $t=800$ with $\varepsilon=0.2, \mu=0.1, \Delta t=0.02$, and $\Delta x$ $=0.2$ has been shown in Figure 6. A train of 10 solitons has been formed at the end of the simulation. The invariants $I_{1}, I_{2}$, and $I_{3}$ are recorded and reported with relative changes in invariants in Table 8 for the present case. It is noticeably seen from Table 8 that the maximum absolute values of relative changes in invariants are less than $9.2 \times 10^{-6}, 4.5 \times 10^{-6}$, and $1.8 \times 10^{-5}$, respectively, during this very long run and therefore they can be considered almost constant.

Table 8. Invariants for train of solitons: $\Delta t=0.02$ and $\Delta x=0.2$.

|  | MCBC-DQM (Present) |  |  |  |  |  | CDQ [22] |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $t$ | $I_{1}$ | $I_{2}$ | $I_{3}$ | $\widehat{I}_{1}$ | $\widehat{I}_{2}$ | $\widehat{I}_{3}$ | $I_{1}$ | $I_{2}$ | $I_{3}$ |
| 0 | 50.00011 | 45.00043 | 42.30065 | - | - | - | 50.00010 | 45.00045 | 42.30068 |
| 200 | 50.00042 | 45.00053 | 42.30111 | $6.1 \times 10^{-6}$ | $2.2 \times 10^{-6}$ | $1.0 \times 10^{-5}$ | 49.99671 | 45.00095 | 42.30104 |
| 400 | 49.99988 | 45.00053 | 42.30135 | $-4.5 \times 10^{-6}$ | $2.2 \times 10^{-6}$ | $1.6 \times 10^{-5}$ | 50.01744 | 45.00457 | 42.30368 |
| 600 | 49.99966 | 45.00063 | 42.30138 | $-8.9 \times 10^{-6}$ | $4.4 \times 10^{-6}$ | $1.7 \times 10^{-5}$ | 50.00556 | 45.00313 | 42.30273 |
| 800 | 50.00057 | 45.00059 | 42.30137 | $9.1 \times 10^{-6}$ | $3.5 \times 10^{-6}$ | $1.7 \times 10^{-5}$ | 49.94377 | 45.01907 | 42.31425 |
| t | FEM [4] |  |  | FEM [40] |  |  | FEM [41] |  |  |
| 0 | 50.00 | 45.000 | 42.301 | 50.00021 | 45.00055 | 42.30074 | 50.00000 | 45.00041 | 42.30065 |
| 200 | 50.01 | 45.014 | 42.110 | 50.00058 | 44.99962 | 42.30098 | 49.99166 | 45.00441 | 42.30647 |
| 400 | 50.00 | 45.028 | 42.033 | 50.00237 | 44.99921 | 42.30135 | 50.06452 | 45.00995 | 42.31197 |
| 600 | 49.98 | 45.042 | 42.049 | 49.97857 | 44.99820 | 42.29995 | 50.15105 | 45.01577 | 42.31489 |
| 800 | 50.02 | 45.056 | 42.064 | 49.96331 | 44.99803 | 42.29974 | 49.97169 | 45.02899 | 42.32111 |

### 4.6. Stability analysis

A matrix stability analysis is also investigated for the MCBC-DQM. We have used MATLAB to obtain the eigenvalues of the coefficient matrix for all of the test problems. Eigenvalues of the suggested method for $N$ $=201, N=301, N=401$, and $N=501$ number of grids are presented in Figure $7-11$. The maximum absolute values of eigenvalues for all of the test problems at various numbers of grid points are also tabulated in Table 9. The eigenvalues have real and imaginary parts for all numbers of grid points. As the numbers of grid points increase, eigenvalues get greater. This means that to get into the stability region time increments must be decreased. All the eigenvalues are consistent with the stability criteria [21].

Table 9. Maximum absolute value of eigenvalues at various numbers of grid points.

|  | Grid Number | 201 | 301 | 401 | 501 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Single | $\operatorname{Max}\|\operatorname{Re}(\lambda)\|$ | $5.0620 \times 10^{3}$ | $1.7084 \times 10^{4}$ | $4.0496 \times 10^{4}$ | $7.9094 \times 10^{4}$ |
|  | $\operatorname{Max}\|\operatorname{Im}(\lambda)\|$ | $1.5462 \times 10^{4}$ | $5.2275 \times 10^{4}$ | $1.2399 \times 10^{5}$ | $2.4223 \times 10^{5}$ |
|  | $\operatorname{Max}\|\operatorname{Re}(\lambda)\|$ | $5.0620 \times 10^{3}$ | $1.7084 \times 10^{4}$ | $4.0441 \times 10^{4}$ | $7.9025 \times 10^{4}$ |
|  | $\operatorname{Max}\|\operatorname{Im}(\lambda)\|$ | $1.5454 \times 10^{4}$ | $5.2262 \times 10^{4}$ | $1.2397 \times 10^{5}$ | $2.4220 \times 10^{5}$ |
| Triple | $\operatorname{Max}\|\operatorname{Re}(\lambda)\|$ | $1.0459 \times 10^{3}$ | $3.5298 \times 10^{3}$ | $4.0496 \times 10^{4}$ | $7.9094 \times 10^{4}$ |
|  | $\operatorname{Max}\|\operatorname{Im}(\lambda)\|$ | $3.2013 \times 10^{3}$ | $1.0810 \times 10^{4}$ | $8.3670 \times 10^{3}$ | $1.6342 \times 10^{4}$ |
| Maxw. | $\operatorname{Max}\|\operatorname{Re}(\lambda)\|$ | $6.5367 \times 10^{5}$ | $2.2061 \times 10^{6}$ | $5.2294 \times 10^{6}$ | $1.0214 \times 10^{7}$ |
|  | $\operatorname{Max}\|\operatorname{Im}(\lambda)\|$ | $2.0014 \times 10^{6}$ | $6.7575 \times 10^{6}$ | $1.6020 \times 10^{7}$ | $3.1291 \times 10^{7}$ |
|  | $\operatorname{Max}\|\operatorname{Re}(\lambda)\|$ | $1.0459 \times 10^{6}$ | $3.5298 \times 10^{6}$ | $8.3670 \times 10^{6}$ | $1.6342 \times 10^{7}$ |
|  | $\operatorname{Max}\|\operatorname{Im}(\lambda)\|$ | $3.2023 \times 10^{6}$ | $1.0812 \times 10^{7}$ | $2.5632 \times 10^{7}$ | $5.0065 \times 10^{7}$ |
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Figure 7. Eigenvalues for single soliton.
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Figure 8. Eigenvalues for double solitons.
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Figure 9. Eigenvalues for triple solitons.
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Figure 10. Eigenvalues for Maxwellian initial condition.
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Figure 11. Eigenvalues for train of solitons.

## 5. Conclusion

In this work, we have implemented DQM based on modified cubic B-splines for numerical approximation of KdV equation. Five different test problems have been solved. The performance and accuracy of the present method have been shown by calculating and comparing the $L_{2}$ and $L_{\infty}$ error norms with earlier works. As it seen at Table 2, the present results are acceptable good when compared with some earlier works. As it seen at Table 3 , the present results are better than cubic-DQM[22]. Three lowest invariants are calculated and reported for all of the test problems. The obtained invariants are acceptable good when compared with some earlier works. Stability analysis have been done for all of the test problems and all of the eigenvalues are in convenience with stability criteria [21]. So, MCBC-DQM may be useful to get the numerical solutions of other important nonlinear problems.
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