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Abstract: For a fixed precovering class X and a fixed preenveloping class Y , we first introduce the notions of relative

stable cohomology ẼxtX (−, −) and relative stable homology T̃ orXY(−, −) . Then we consider their properties and,
more importantly, we study the stable (co)homology under the case of P(R) , F(R) , and I(R) and the case of PC(R) ,
FC(R) , and IC(R) . Finally, we generalize relative stable (co)homology from the case of R -modules to the case of
R -complexes.
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1. Introduction
Vogel introduced a homology theory in the 1980s, but it was not published by Vogel. This theory first appeared
in print in Goichot’s paper in 1992, where it was called Tate–Vogel homology as a generalization of Tate
homology for modules over finite group rings; see [13]. Avramov and Veliche also studied a generalization of
Tate cohomology, which was called stable cohomology, and developed general techniques for computing stable
cohomology; see [3]. Similar to Avramov and Veliche, the authors of [5] called Tate–Vogel homology stable
homology. In that paper, they considered the finiteness of homological dimensions and the vanishing of stable
homologies T̃ or(M, −) and T̃ or(−, N) for any R◦ -module M and R -module N . The balancedness of stable
homology and the comparison of Tate homology were also considered.

The idea of relative homological algebra was first introduced by Eilenberg and Moore [8], and it was
reinvigorated by Enochs, Jenda, and Torrecillas [9–11]. To date, many authors have studied related subjects;
see [2, 4, 6, 12, 14, 15, 17, 18, 22, 23, 25].

The aim of this paper is to investigate the relative stable (co)homology. More precisely speaking, in
Section 3, for a precovering class X and a preenveloping class Y , we first give definitions of relative unbounded
homology, relative stable homology, relative bounded cohomology, and relative stable cohomology.

We give many examples about precovering and preenveloping classes to illustrate how wide the definitions
above are, and then we consider the properties of relative stable (co)homology.

Theorem 1.1 Let W ⊆ X be two precovering classes and Y be a preenveloping class. Assume that X and
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Y satisfy that X ⊗R A is acyclic for any acyclic complex X ∈ CX
= (R◦) and any R -module A ∈ Y . Then

Tor
XY
i (M, N) ∼= Tor

WY
i (M, N) for any R◦ -module M and R -module N .

In Section 4 and 5, we concretely consider relative stable (co)homology under the case of P(R) , F(R) ,
and I(R) and the case of PC(R) , FC(R) , and IC(R) , respectively. The following are given:

Proposition 1.2 Let R be a right coherent ring. Let M be an R◦ -module and N be an R -module. Then

Tor
FF
i (M, N) = TorFF

i (M, N) ∼= T̃ or
FF
i (M, N) = 0 for any i ≥ 1 .

Proposition 1.3 Let R be a communicative Noetherian ring and C be faithfully semidualizing. Let M be an

R◦ -module and N be an R -module. Then Tor
FCFC

i (M, N) = TorFCFC
i (M, N) ∼= T̃ or

FCFC

i (M, N) = 0 for
any i ≥ 1 .

In the last section, we investigate the relative stable (co)homology of complexes as a generalization of the
relative stable (co)homology of modules.

Proposition 1.4 Let M be an R◦ -complex and N be a homologically bounded above R -complex. Then

Tor
E(R)CSI(R)

i (M, N) = 0 and Tor
E(R)CSI(R)
i (M, N) = T̃ or

E(R)CSI(R)

i (M, N) for any i ∈ Z .

2. Preliminaries
In this section we first recall the definitions of the unbounded tensor product, the stable tensor product, the
bounded Hom complex, and the stable Hom complex. Then, as in absolute homological algebra, we consider
the isomorphisms about them in order to use them freely later.

Notation 2.1 In this note, rings are all to be associative with a unit. For a ring R , by M(R) we denote the
category of R -modules. P = P(R) , F = F(R) , and I = I(R) are the subcategories of projective, flat, and
injective R -modules, respectively.

Definition 2.2 An R -complex is a sequence of homomorphisms in M(R)

A = · · ·
∂A
n+1 // An

∂A
n // An−1

∂A
n−1 // · · ·

such that ∂An−1∂
A
n = 0 for all n . The nth homology module is Hn(A) = Ker(∂An )/Im(∂An+1) . An R -complex

A is exact or acyclic if Ker(∂An ) = Im(∂An+1) for all n .

For an R◦ -complex X and an R -complex Y , the tensor product X ⊗R Y is the Z -complex with degree
n term (X ⊗R Y )n =

⨿
i∈Z(Xi ⊗R Yn−i) and differential given by ∂(x ⊗ y) = ∂Xi (x) ⊗ y + (−1)ix ⊗ ∂yn−i(y)

for x ∈ Xi and y ∈ Yn−i . There are another two tensor products called the unbounded tensor product and the
stable tensor product, respectively, which first appeared in [13].

Definition 2.3 For an R◦ -complex X and an R -complex Y , the Z-complex X⊗RY with degree n term
(X⊗RY )n =

∏
i∈Z(Xi ⊗R Yn−i) and differential on elementary tensors given by ∂(x ⊗ y) = ∂Xi (x) ⊗ y +
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(−1)ix ⊗ ∂yn−i(y) for x ∈ Xi and y ∈ Yn−i is called the unbounded tensor product. It contains the tensor

product X ⊗R Y as a subcomplex. Their quotient complex (X⊗RY )/(X ⊗R Y ) , denoted by X⊗̃RY , is called
the stable tensor product.

For R -complexes X and Y , the Hom complex HomR(X,Y ) is the complex with degree l term
(HomR(X,Y ))l =

∏
p∈Z(HomR(Xp, Yp+l)) and for ψ = (ψp)p∈Z ∈ (HomR(X,Y ))l differential given by

∂l(ψ)p = ∂Yp+lψp− (−1)lψp−1∂
X
p . There are also another two Hom complexes called the bounded Hom complex

and the stable Hom complex, respectively; see [3, 5, 13].

Definition 2.4 For R -complexes X and Y , the bounded Hom complex HomR(X,Y ) is the subcomplex
of HomR(X,Y ) with degree l term (HomR(X,Y ))l =

⨿
p∈Z(HomR(Xp, Yp+l)) . The stable Hom complex

H̃omR(X,Y ) is the quotient complex HomR(X,Y )/HomR(X,Y ) .

Now we consider the isomorphisms of complexes about X⊗RY , X⊗̃RY , HomR(X,Y ) , and H̃omR(X,Y ) ,
which are analogs of the absolute cases; see [10, 20].

Proposition 2.5 Let X be a complex of finitely generated R -modules and {Ai, i ∈ λ} be a class of complexes
of R -modules. Then there are isomorphisms of complexes:

(1) HomR(X,
⨿

i∈λA
i) ∼=

⨿
i∈λHomR(X,A

i) ;

(2) H̃omR(X,
⨿

i∈λA
i) ∼=

⨿
i∈λ H̃omR(X,A

i) .

Proof (1) For every n ∈ Z ,

(HomR(X,
⨿
i∈λ

Ai))n =
⨿
j∈Z

HomR(Xj , (
⨿
i∈λ

Ai)n+j) ∼=
⨿
j∈Z

⨿
i∈λ

HomR(Xj , A
i
n+j),

where the isomorphism holding for Xj is finitely generated for any j ∈ Z . On the other hand, for every n ∈ Z ,

(
⨿
i∈λ

HomR(X,A
i))n =

⨿
i∈λ

(HomR(X,A
i))n ∼=

⨿
j∈Z

⨿
i∈λ

HomR(Xj , A
i
n+j).

(2) First we have the following diagram:

0 −−−−→ HomR(X,
⨿

i∈λA
i) −−−−→ HomR(X,

⨿
i∈λA

i) −−−−→ H̃omR(X,
⨿

i∈λA
i) −−−−→ 0

∼=
y ∼=

y
0 −−−−→

⨿
i∈λHomR(X,A

i) −−−−→
⨿

i∈λHomR(X,A
i) −−−−→

⨿
i∈λ H̃omR(X,A

i) −−−−→ 0,

where the first square is commutative and the rows are short exact sequences of R -complexes. By diagram-

chasing, there is a morphism from H̃omR(X,
⨿

i∈λA
i) to

⨿
i∈λ H̃omR(X,A

i) , which is an isomorphism.
2

One can proceed as in the above proof to prove the following results.
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Proposition 2.6 Let X be a complex of finitely presented R◦ -modules and {Ai, i ∈ λ} be a class of complexes
of R -modules. Then there are isomorphisms of complexes:

(1) X⊗R(
∏

i∈λA
i) ∼=

∏
i∈λ(X⊗RA

i) ;

(2) X⊗̃R(
∏

i∈λA
i) ∼=

∏
i∈λ(X⊗̃RA

i) .

Proposition 2.7 Let R and S be commutative rings and S be a flat R -algebra. Let X be a complex of finitely
presented R -modules and Y be a complex of R -modules. Then there are isomorphisms of complexes:

(1) HomR(X, Y )⊗R S ∼= HomS(X ⊗R S, Y ⊗R S) ;

(2) H̃omR(X, Y )⊗R S ∼= H̃omS(X ⊗R S, Y ⊗R S) .

Proof (1) For every n ∈ Z ,

(HomR(X, Y )⊗R S)n =
⨿
p∈Z

(HomR(Xp, Yp+n))⊗R S

∼=
⨿
p∈Z

(HomR(Xp, Yp+n)⊗R S)

∼=
⨿
p∈Z

HomR(Xp ⊗R S, Yp+n ⊗R S)

∼=
⨿
p∈Z

HomR((X ⊗R S)p, (Y ⊗R S)p+n)

= (HomS(X ⊗R S, Y ⊗R S))n,

where the second isomorphism holds as every Xp is finitely presented by [10, Lemma 3.2.4].
(2) It is routine as in the proof of Proposition 2.5. 2

3. Relative stable (co)homology

In this section, we first define the relative unbounded homology, the bounded cohomology, and the relative
stable (co)homology. Then we consider their properties. Now we begin by recalling the following definition of
precovers.

Definition 3.1 Let F be a class of R -modules. A homomorphism φ : F → M is called an F-precover of
M if F ∈ F and Hom(F ′, F ) → Hom(F ′, M) → 0 is exact for all F ′ ∈ F . If every R -module admits an
F-precover, then we say F is a precovering class. An augmented proper F-resolution of an R -module M is a
complex

X+ = · · · // X1
d1 // X0

γ // M // 0

with all Xi ∈ F such that Hom(F ′, X+) is exact for any F ′ ∈ F . The truncated complex

X = · · · // X1
d1 // X0

// 0

is called a proper F-resolution of M . Clearly, if F is precovering, every R -module M has a proper F-resolution.
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Lemma 3.2 ([10, Ex. 8.1.2, P. 169]) Let F be a precovering class. Consider the diagram

· · · // F1
// F0

// M

f

��

// 0

· · · // F ′
1

// F ′
0

// M ′ // 0

where the rows are augmented proper F-resolutions of M and M ′ , respectively. Then f : M → M ′ induces a
chain map of complexes

· · · // F1
//

f1

��

F0
//

f0

��

M

f

��

// 0

· · · // F ′
1

// F ′
0

// M ′ // 0,

which is unique up to homotopy.

Dually, one can define an F -preenvelope, preenveloping class, and augmented proper F -coresolution. We
surely have the dual case of the above lemma.

Now we give the following definitions as we promised to do.

Definition 3.3 Let X be a precovering class and Y be a preenveloping class. For any R◦ -module M and
R -module N , there is an augmented proper X -resolution of M

X+ = · · · // X1

∂X
1 // X0

γ // M // 0

with all Xi ∈ X , and an augmented proper Y -coresolution of M

Y+ = 0 // N
δ // Y0

∂Y
0 // Y1 // · · ·

with all Yi ∈ Y . The ith homology Z-module of complex X⊗RY , denoted by Tor
XY
i (M, N) , is called the

ith relative unbounded homology module of M and N . T̃ or
XY
i (M, N) = Hi(X⊗̃RY ) is called the ith relative

stable homology module of M and N .

Definition 3.4 Let X be a precovering class. For any R -module M and N , there are augmented proper
X -resolutions of M and N

X+ = · · · // X1
∂1 // X0

γ // M // 0

with all Xi ∈ X , and

Z+ = · · · // Z1
∂1 // Z0

γ // N // 0

with all Zi ∈ X . The ith cohomology Z-module of complex HomR(X, Z) , denoted by Ext
i

X (M, N) , is called

the ith relative bounded cohomology module of M and N . Ẽxt
i

X (M, N) = Hi+1(H̃omR(X, Z)) is called the
ith relative stable cohomology module of M and N .

2711



HUANG and YUAN/Turk J Math

Since projective resolutions and injective resolutions (in absolute homology) are proper, if we set X =

P(R) and Y = I(R) , TorXY
i (M, N) and T̃ or

XY
i (M, N) are just TorRi (M, N) and T̃ or

R

i (M, N) , respectively,

and Ext
i

X (M, N) and Ẽxt
i

X (M, N) are just Ext
i

R(M, N) and Ẽxt
i

R(M, N) , respectively; see [3, 5, 13].

Since functors −⊗R− , −⊗̃R− , HomR(−, −) , and H̃omR(−, −) preserve homotopy, by Lemma 3.2 and its
duality, the above definitions are independent of the choices of (co)resolutions.

Here are some examples of precovering classes and preenveloping classes that can illustrate how wide the
definitions above are.

Example 3.5 (1) For any ring R , P(R) and F(R) are precovering, and I(R) is preenveloping. If R is a
left Noetherian ring, then I(R) is precovering; see [10, Proposition 5.4.1]. If R is a right coherent ring, then
F(R) is preenveloping by [10, Proposition 6.5.1].

(2) Let R be a commutative Noetherian ring and C be a semidualizing module over R . Set PC =

PC(R) = {M |M ∼= P ⊗R C, P ∈ P(R)} ; FC = FC(R) = {M |M ∼= F ⊗R C, F ∈ F(R)} , and IC = IC(R) =
{M |M ∼= HomR(C, I)), I ∈ I(R)} . Then PC(R) and FC(R) are precovering and IC(R) is preenveloping.
If C is faithfully semidualizing, then IC(R) are precovering and FC(R) is preenveloping; see [16, Proposition
5.10].

(3) Let R be an n-Gorenstein ring. GI(R) is preenveloping by [10, Theorem 11.2.1]; GP(R) are
precovering by [10, Theorem 11.5.1] and GFC(R) are precovering by [24, Theorem A].

(4) Let R be a left coherent ring. Set W = {M |fdR(M) < ∞} . By [19, Theorem 3.8], (⊥W, W) is a
complete cotorsion pair, so ⊥W is precovering, and W is preenveloping.

(5) Let Pn be the class of modules whose projective dimensions are less than or equal to n . By [1,
Theorem 4.2], (Pn, Pn⊥) is a complete cotorsion pair. Thus, Pn is precovering, and Pn⊥ is preenveloping.

(6) Let R be a ring with glGpdR(R) < ∞ . By [17, Theorem 5.1], (GPC(R), GPC(R)
⊥) is a complete

cotorsion pair. Thus, GPC(R) is precovering, and GPC(R)
⊥ is preenveloping.

It is easy to prove the next four propositions, but they are important.

Proposition 3.6 Let X be a precovering class and Y be a preenveloping class, which are closed under finite
sums.

(1) Let 0 → A→ B → C → 0 be a HomR(−, Y)-exact complex of R -modules. Then for any R◦ -module
M , there is a long exact sequence

· · · → T̃ or
XY
n (M, A) → T̃ or

XY
n (M, B) → T̃ or

XY
n (M, C) → T̃ or

XY
n−1(M, A) → · · · .

(2) Let 0 → A→ B → C → 0 be a HomR(X , −)-exact complex of R◦ -modules. Then for any R -module
N , there is a long exact sequence

· · · → T̃ or
XY
n (A, N) → T̃ or

XY
n (B, N) → T̃ or

XY
n (C, N) → T̃ or

XY
n−1(A, N) → · · · .

Proposition 3.7 Let X be a precovering class and Y be a preenveloping class. For any R◦ -module M and
R -module N , there is a long exact sequence

· · · → T̃ or
XY
n (M, N) → TorXY

n (M, N) → Tor
XY
n (M, N) → T̃ or

XY
n−1(M, N) → · · · .
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Proposition 3.8 Let X be a precovering class that is closed under finite sums.
(1) Let 0 → A→ B → C → 0 be a HomR(X , −)-exact complex of R -modules. Then for any R -module

M there is a long exact sequence

· · · → Ẽxt
n

X (M, A) → Ẽxt
n

X (M, B) → Ẽxt
n

X (M, C) → Ẽxt
n+1

X (M, A) → · · · .

(2) Let 0 → A→ B → C → 0 be a HomR(X , −)-exact complex of R -modules. Then for any R -module
N there is a long exact sequence

· · · → Ẽxt
n

X (C, N) → Ẽxt
n

X (B, N) → Ẽxt
n

X (A, N) → Ẽxt
n+1

X (C, N) → · · · .

Proposition 3.9 Let X be a precovering class. For any R -module M and R -module N , there is a long exact
sequence

· · · → Ext
n

X (M, N) → ExtnX (M, N) → Ẽxt
n

X (M, N) → Ext
n+1

X (M, N) → · · · .

Theorem 3.10 Let W ⊆ X be two precovering classes and Y be a preenveloping class. Assume that
X and Y satisfy that X ⊗R A is acyclic for any acyclic complex X ∈ CX

= (R◦) and A ∈ Y . Then

Tor
XY
i (M, N) ∼= Tor

WY
i (M, N) and T̃ or

XY
i (M, N) ∼= T̃ or

WY
i (M, N) for any R◦ -module M and R -module

N .

Proof (1) Let

X+ = · · · // X1

∂X
1 // X0

γ // M // 0

be an augmented proper X -resolution of M and

W+ = · · · // W1

∂W
1 // W0

β // M // 0

be an augmented proper W -resolution of M , and

Y+ = 0 // N
δ // Y0

∂Y
0 // Y1 // · · ·

be an augmented proper Y -coresolution of N . Then there is a quasi-isomorphism α : W → X , so cone(α) is
acyclic. By the hypothesis and [5, Proposition 1.7], cone(α⊗RY ) ∼= cone(α)⊗RY is acyclic. Then α⊗RY is a

quasi-isomorphism. Therefore, TorXY
i (M, N) = Hi(X⊗RY ) ∼= Hi(W⊗RY ) = Tor

WY
i (M, N) .

(2) First we have the following diagram of complexes:

0 −−−−→ W ⊗R Y
ι−−−−→ W⊗RY −−−−→ W ⊗̃RY −−−−→ 0

α⊗RY

y α⊗RY

y
0 −−−−→ X ⊗R Y

κ−−−−→ X⊗RY −−−−→ X⊗̃RY −−−−→ 0,

where the first square is commutative such that α⊗R Y and α⊗RY are quasi-isomorphisms by [7, Proposition
2.14] and the rows are short exact sequences of complexes. Since Cone(ι) ≃ Cokerι =W ⊗̃RY and Cone(κ) ≃
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Cokerκ = X⊗̃RY , the square above induces a morphism of triangles in the homotopy category

W ⊗R Y
1W0−−−−→ W⊗RY −−−−→ W ⊗̃RY −−−−→ Σ(W ⊗R Y )

α⊗RY

y α⊗RY

y θ

y Σ(α⊗RY )

y
X ⊗R Y

g′
0−−−−→ X⊗RY

α′
0−−−−→ X⊗̃RY −−−−→ Σ(X ⊗R Y ).

Thus, θ is a quasi-isomorphism and T̃ or
XY
i (M, N) ∼= T̃ or

WY
i (M, N) . 2

Theorem 3.11 Let X be a precovering class that is closed under direct sums. Let A be an R -module admitting
a degree-wise finitely generated proper X -resolution. {Aj , j ∈ λ} is a class of R -modules such that the

direct sum of whose proper X -resolutions is a proper X -resolution of
⨿

j∈λA
j . Then Ext

i

X (A,
⨿

j∈λA
j) ∼=⨿

j∈λExt
i

X (A, Aj) and Ẽxt
i

X (A,
⨿

j∈λA
j) ∼=

⨿
j∈λ Ẽxt

i

X (A, Aj) .

Proof Let X be a degree-wise finitely generated proper X -resolution of the R -module A and XAi be a proper
X -resolution of the R -module Ai for every i ∈ λ . By the hypothesis,

⨿
i∈λXAi is a proper X -resolution of⨿

i∈λA
i . By Proposition 2.5, HomR(X,

⨿
i∈λXAi) ∼=

⨿
i∈λHomR(X, XAi) . Thus,

Ext
i

X (A,
⨿
i∈λ

Ai) = Hi(HomR(X,
⨿
i∈λ

XAi))

∼= Hi(
⨿
i∈λ

HomR(X, XAi))

∼=
⨿
i∈λ

Hi(HomR(X, XAi))

=
⨿
i∈λ

Ext
i

X (A, Ai).

The proof of the second isomorphism is routine. 2

One can prove the next result by proceeding as in the proof of Theorem 3.11 using Proposition 2.6.

Theorem 3.12 Let R be a Noetherian ring. Let X be a precovering class and Y be a preenveloping class
that is closed under direct products. Let A be an R -module admitting a degree-wise finitely generated proper
X -resolution, and let {Ai, i ∈ λ} be a class of R -modules such that direct products of whose proper Y -

coresolutions are a proper Y -coresolution of
∏

i∈λA
i . Then Tor

XY
i (A,

∏
i∈λA

i) ∼=
∏

i∈λ Tor
XY
i (A, Ai) and

T̃ or
XY
i (A,

∏
i∈λA

i) ∼=
∏

i∈λ T̃ or
XY
i (A, Ai) .

Proposition 3.13 Let X be a precovering class and Y be a preenveloping class. Let M be an R◦ -module and
n ∈ Z . The following are equivalent:

(i) The connecting morphism T̃ or
XY
i (M, −) → TorXY

i (M, −) is an isomorphism for i ≥ n .

(ii) TorXY
i (M, Y ) = 0 for any Y ∈ Y and any i ≥ n .

(iii) Tor
XY
i (M, −) = 0 for any i ≥ n .
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Proof (i) ⇒ (ii) and (iii) ⇒ (i) are clear.
(ii) ⇒ (iii) : One can prove it by using the same argument of (ii) ⇒ (iii) in the proof of [5, Proposition

2.9]. 2

Proposition 3.14 Let X be a precovering class. For an R -module M and n ∈ Z , the following are equivalent:

(i) The connecting morphism ExtiX (M, −) → Ẽxt
i

X (M, −) is an isomorphism for i ≥ n .
(ii) ExtiX (M, X) = 0 for any X ∈ X and any i ≥ n .

(iii) Ext
X
i (M, −) = 0 for any i ≥ n .

Proof (i) ⇒ (ii) and (iii) ⇒ (i) are clear.
(ii) ⇒ (iii) can be proved by using the same method of (ii) ⇒ (iii) in the proof of [3, Theorem 2.2]. 2

4. The case of P(R) , F(R) , and I(R)

In this section we mainly investigate the isomorphic relations about Ext , Ẽxt , Tor , and T̃ or in the case of
P(R) , F(R) , and I(R) as the special parts of common ones. Under certain circumstances, they agree with
their corresponding absolute counterparts. We first give the following result, which is a direct consequence of
Theorem 3.11.

Proposition 4.1 Let A be an R -module admitting a degree-wise finitely generated projective resolution and

{Ai, i ∈ λ} be a set of R -modules. Then Ext
i

R(A,
⨿

i∈λA
i) ∼=

⨿
i∈λExt

i

R(A, A
i) and Ẽxt

i

R(A,
⨿

i∈λA
i) ∼=⨿

i∈λ Ẽxt
i

R(A, A
i) .

If R is a Noetherian ring, the next result is a direct consequence of Theorem 3.10. Note that any finitely
generated projective R -module is finitely presented, so the next result holds by using Proposition 2.6.

Proposition 4.2 Let A be an R -module admitting a degree-wise finitely generated projective resolution and

{Ai, i ∈ λ} be a class of R -modules. Then Tor
R

i (A,
∏

i∈λA
i) ∼=

∏
i∈λ Tor

R

i (A, A
i) and T̃ or

R

i (A,
∏

i∈λA
i) ∼=∏

i∈λ T̃ or
R

i (A, A
i) .

The next result is essentially from [3, Proposition 3.2], which we still list for completeness, and we point
here that we do not need the assumption “Notherian”.

Proposition 4.3 Let R and S be commutative rings and S be a flat R -algebra. Let M be an R -module
admitting a degree-wise finitely generated projective resolution, and let N be any R -module. Then there are
isomorphisms:

(1) ExtiR(M, N)⊗R S ∼= Ext
i

S(M ⊗R S, N ⊗R S) ;

(2) Ẽxt
i

R(M, N)⊗R S ∼= Ẽxt
i

S(M ⊗R S, N ⊗R S) for all i ≥ 0 .

Proof (1) Let PM be a degree-wise finitely generated projective resolution of M and PN be a projective
resolution of N . PM ⊗R S is a projective resolution of M ⊗R S , and PN ⊗R S is a projective resolution of
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N ⊗R S , since S is a flat R -algebra. Thus,

Ext
i

R(M, N)⊗R S = Hi(HomR(PM , PN ))⊗R S

∼= Hi(HomR(PM , PN )⊗R S)

∼= Hi(HomS(M ⊗R S, N ⊗R S))

= Ext
i

S(M ⊗R S, N ⊗R S).

(2) is routine. 2

Corollary 4.4 Let R and S be commutative rings. Let M be an R -module admitting a degree-wise finitely
generated projective resolution, and let N be an R -module. Then there are isomorphisms:

(1) ExtiR(M, N)p ∼= Ext
i

Rp
(Mp, Np) ;

(2) Ẽxt
i

R(M, N)p ∼= Ẽxt
i

Rp
(Mp, Np) for all i ≥ 0 and all p ∈ SpecR .

Proposition 4.3 is the analog of absolute cohomology; see [10, Theorem 3.2.5]. For the Tor functor, the
following result holds. Let R and S be commutative rings and let R→ S be a ring homomorphism that makes
S into a flat R -algebra. If M and N are R -modules, then TorRi (M, N)⊗R S ∼= TorSi (M ⊗R S, N ⊗R S) ; see

[10, Theorem 2.1.11]. However, we do not know whether the analogs of functors Tor and T̃ or hold.
Next we consider the analog of [10, Theorem 3.2.13].

Proposition 4.5 Let R and S be commutative rings and θ : S → R be a ring homomorphism. Then any
R -module M may be viewed as an S -module. Let X be an R -module admitting a degree-wise finitely generated
projective resolution, and let Y be an R -module and C be an injective S -module. Then there are isomorphisms:

(1) TorRi (X, HomS(Y, C)) ∼= HomS(Ext
i

R(X, Y ), C)) ;

(2) T̃ or
R

i (X, HomS(Y, C) ∼= HomS(Ẽxt
i

R(X, Y ), C)) for all i ≥ 0 .

Proof For any projective R -module P , we first show that HomS(P, C) is an injective R -module. Let
0 → A → B be exact of R -modules, so 0 → P ⊗R A → P ⊗R B is exact for P being a projective R -module.
Then HomS(P ⊗R B, C) → HomS(P ⊗R A, C) → 0 is exact, since C is an injective S -module. On the other
hand, there is a commutative diagram

HomS(P ⊗R B, C) −−−−→ HomS(P ⊗R A, C) −−−−→ 0

∼=
y ∼=

y
HomR(B, HomS(P, C)) −−−−→ HomR(A, HomS(P, C)) −−−−→ 0.

Thus, HomS(P, C) is an injective R -module.
Let PX be a degree-wise finitely generated projective resolution of X and PY be a projective resolution
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of Y . HomS(PY , C) is an injective resolution of HomS(Y, C) . Thus,

HomS(Ext
i

R(X, Y ), C)) = HomS(H
i(HomR(PX , PY )), C)

∼= Hi(HomS(HomR(PX , PY ), C))

∼= Hi(PX⊗RHomS(PY , C))

= Tor
R

i (X, HomS(Y, C)),

where the second isomorphism holds by [5, Proposition A. 6]. The proof of (2) is routine. 2

Corollary 4.6 Let R be a commutative local Noetherian ring with maximal ideal m and residue k . Let X
be an R -module admitting a degree-wise finitely generated projective resolution and Y be an R -module. Then
there are isomorphisms:

(1) TorRi (X, Y v) ∼= Ext
i

R(X, Y )v ;

(2) T̃ or
R

i (X, Y
v) ∼= Ẽxt

i

R(X, Y )v for all i ≥ 0 , where −v denotes the Matlis dual HomR(−, E(k)) .

Next we consider the analog of [10, Theorem 3.2.15].

Proposition 4.7 Let R and S be commutative rings and θ : S → R be a ring homomorphism. Let X be an
R -module admitting a degree-wise finitely generated projective resolution, and let Y be an R -module and C be
a projective S -module. Then there are isomorphisms:

(1) ExtiR(X, Y )⊗S C ∼= Ext
i

R(X, Y ⊗S C) ;

(2) Ẽxt
i

R(X, Y )⊗S C ∼= Ẽxt
i

R(X, Y ⊗S C) for all i ≥ 0 .

Proof For any projective R -module P , we first show that P ⊗S C is a projective R -module. Let A→ B → 0

be exact of R -modules, so HomR(P, A) → HomR(P, B) → 0 is exact for P being a projective R -module.
Then HomS(C, HomR(P, A)) → HomS(C, HomR(P, B)) → 0 is exact, since C is a projective S -module.
On the other hand, there is a commutative diagram

HomR(P ⊗S C, A) −−−−→ HomR(P ⊗S C, B) −−−−→ 0

∼=
y ∼=

y
HomS(C, HomR(P, A)) −−−−→ HomS(C, HomR(P, B)) −−−−→ 0.

Thus, the upper row is exact and P ⊗S C is a projective R -module.
Let PX be a degree-wise finitely generated projective resolution of X and PY be a projective resolution

of Y . PY ⊗S C is a projective resolution of P ⊗S C . Thus,

Ext
i

R(X, Y )⊗S C = Hi(HomR(PX , PY ))⊗S C

∼= Hi(HomR(PX , PY )⊗S C)

∼= Hi(HomR(PX , PY ⊗S C))

= Ext
i

R(X, Y ⊗S C),

where the second isomorphism holds by [5, Proposition A. 10]. The proof of (2) is routine. 2
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Proposition 4.8 Let R be a right coherent ring. Let M be an R◦ -module and N be an R -module. Then

Tor
FF
i (M, N) = 0 and TorFF

i (M, N) ∼= T̃ or
FF
i (M, N) for any i ≥ 1 .

Proof Let

F+ = · · · // F1

∂F
1 // F0

γ // M // 0

be an augmented proper F -resolution of M and

Y+ = 0 // N
δ // Y0

∂Y
0 // Y−1

// · · ·

be an augmented proper F -coresolution of N . Thus, F+ ⊗R Y−j is exact for any j ≥ 0 . By [5, Proposition

1.7], F+⊗RY is exact. For any i ≥ 1 , TorFF
i (M, N) = Hi(F⊗RY) = Hi(F+⊗RY) = 0 . By [7, Lemma 2.13],

using the same argument above, one can prove that TorFF
i (M, N) = 0 . Then T̃ or

FF
i (M, N) = 0 for any

i ≥ 1 . 2

5. The case of PC(R) , FC(R) , and IC(R)

As an application of Theorem 3.10, we give the following result:

Theorem 5.1 Let PC(R) ⊆ FC(R) and IC(R) be as in Example 3.5 (2). Then Tor
PC(R)IC(R)

i (M, N) ∼=

Tor
FC(R)IC(R)

i (M, N) and T̃ or
PC(R)IC(R)

i (M, N) ∼= T̃ or
FC(R)IC(R)

i (M, N) for any R◦ -module M and R -
module N .

Proof By Theorem 3.10, we just need to check that (C⊗RF )⊗RHom(C, I) is acyclic for any acyclic complex

C ⊗R F ∈ C
FC(R)
= (R) and I ∈ I(R) . Let

(C ⊗R F) = · · ·
f2 // C ⊗R F1

f1 // C ⊗R F0
// 0

and set Ki = Kerfi . Since C ⊗R Fi ∈ BC(R) , so is K1 . Then ExtiR(C, K1) = 0 , so

0 // HomR(C, K1) // HomR(C, C ⊗R F1) // HomR(C, C ⊗R F0) // 0 .

Continuing the process, we have that F ∼= HomR(C, C⊗R F ) is exact. Therefore, (C⊗R F )⊗RHom(C, I) ∼=
F ⊗R (C ⊗R Hom(C, I)) ∼= F ⊗R I is acyclic. 2

As an application of Theorem 3.11, we give the following:

Theorem 5.2 Let R be a commutative Noetherian ring, A be a finitely generated R -module, and {Ai, i ∈ λ}

be a class of R -modules. Then Ext
i

PC(R)(A,
⨿

i∈λA
i) ∼=

⨿
i∈λExt

i

PC(R)(A, A
i) and Ẽxt

i

PC(R)(A,
⨿

i∈λA
i) ∼=⨿

i∈λ Ẽxt
i

PC(R)(A, A
i) .
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Proof It is clear that PC(R) is closed under direct sums. Let XAi be a proper PC(R) -resolution of the
R -module Ai for every i ∈ λ . By [21, Lemma 3.2], since for any projective R -module P , HomR(C⊗RP, XAi)

is exact, so is HomR(C, XAi) . Thus, HomR(C ⊗R P,
⨿

i∈λXAi) ∼= HomR(P, HomR(C,
⨿

i∈λXAi)) ∼=
HomR(P,

⨿
i∈λHomR(C, XAi)) is exact. By Theorem 3.8, the result holds. 2

As an application of Theorem 3.12, we give the following:

Theorem 5.3 Let R be a commutative Noetherian ring, A be a finitely generated R -module, and {Ai, i ∈ λ}

be a class of R -modules. Then Tor
FC(R)IC(R)

i (A,
∏

i∈λA
i) ∼=

∏
i∈λ Tor

FC(R)IC(R)

i (A, Ai) and

T̃ or
FC(R)IC(R)

i (A,
∏

i∈λA
i) ∼=

∏
i∈λ T̃ or

FC(R)IC(R)

i (A, Ai) .

Proposition 5.4 Let R be a commutative ring. For any i ∈ Z and for R -modules M and N , there are

isomorphisms TorFCIC

i (M, N) ∼= Tor
R

i (HomR(C, M), C⊗RN) ∼= Tor
PCIC

i (M, N) and T̃ or
FCIC

i (M, N) ∼=

T̃ or
R

i (HomR(C, M), C ⊗R N) ∼= T̃ or
PCIC

i (M, N) .

Proof Let C⊗RF be a proper PC - or FC -resolution of M and HomR(C, I) be a proper IC -coresolution of N .
F ∼= HomR(C, C ⊗R F ) is a proper projective or flat resolution of HomR(C, M) , and I ∼= C⊗RHomR(C, I)

is a proper injective resolution of C ⊗R N . Thus,

Tor
PC(FC)IC

i (M, N) = Hi((C ⊗R F )⊗RHomR(C, I))

∼= Hi(F⊗R(C ⊗R HomR(C, I)))

∼= Hi(F⊗RI)

= Tor
R

i (HomR(C, M), C ⊗R N).

In view of [21, Theorem 3.10] and Proposition 3.7, the other two isomorphisms hold. 2

We do not know whether the isomorphisms ExtiPC
(M, N) ∼= Ext

i

R(HomR(C, M), HomR(C, N)) and

Ẽxt
i

PC
(M, N) ∼= Ẽxt

i

R(HomR(C, M), HomR(C, N) hold.

Proposition 5.5 Let R be a commutative Noetherian ring and C be faithfully semidualizing. Let M be an

R◦ -module and N be an R -module. Then Tor
FCFC

i (M, N) = 0 and TorFCFC
i (M, N) ∼= T̃ or

FCFC

i (M, N)

for any i ≥ 1 .

Proof Let F be an augmented proper F -resolution of HomR(C, M) and C ⊗R F
′ be an augmented proper

FC -coresolution of N . C⊗RF is an augmented proper FC -resolution of M . Thus, F+⊗RF
′
−i is exact for any

i ≥ 0 . By [5, Proposition 1.7], F+⊗RF
′ is exact. For any i ≥ 1 , TorFCFC

i (M, N) = Hi(C⊗RF⊗RC⊗RF
′) =

Hi(F⊗RC ⊗R C ⊗R F ′) = Hi(F
+⊗RF

′) = 0 . By [7, Lemma 2.13], using the same argument above, one can

prove that TorFCFC
i (M, N) = 0 . Then T̃ or

FCFC

i (M, N) = 0 . 2
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6. Relative stable (co)homology of complexes

In this section, we investigate the relative stable (co)homology of complexes as a generalization of the relative
stable (co)homology of modules.

Definition 6.1 (1) Let X be a precovering class and Y be a preenveloping class for complexes. Let X be
a precover of R◦ -complex M and let Y be a preenvelope of R -complex N . The ith homology Z-module of

complex X⊗RY , also denoted by Tor
XY
i (M, N) , is called the ith relative unbounded homology module of M

and N . T̃ or
XY
i (M, N) = Hi(X⊗̃RY ) is called the ith relative stable homology module of M and N .

(2) Let X be a precovering class for complexes. Let X and Z be precovers of R -complexes M and N ,

respectively. The ith cohomology Z-module of complex HomR(X, Z) , denoted by Ext
i

X (M, N) , is called the

ith relative bounded cohomology module of M and N . Ẽxt
i

X (M, N) = Hi+1(H̃omR(X, Z)) is called the ith
relative stable cohomology module of M and N .

We remark that the long exact sequences and the criteria that judge the connecting morphisms of stable
(co)homology modules for complexes being isomorphisms are still correct, whereas we do not intend to list them
here in order to avoid more white elephants.

Recall that complex P is called a semiprojective complex if each Pn is projective and Hom(P,E) is
exact for any exact complex E . Let CSP(R) denote the class of all semiprojective complexes. Then CSP(R) is
a precovering class. Dually, the class of all semiinjective complexes CSI(R) is a preenveloping class. Let E(R)

be the class of exact complexes of flat R -modules such that they remain exact after applying I ⊗R − for any
injective R◦ -module. E(R) is precovering, and E(R)⊥ is preenveloping by [24, Lemma 3.5]. The following
results, which are analogs of absolute cases, are given.

Proposition 6.2 Let R and S be commutative rings and S be a flat R -algebra. Let M be an R -complex
admitting a degree-wise finitely generated semiprojective resolution, and let N be any R -complex. Then there
are isomorphisms:

(1) ExtiR(M, N)⊗R S ∼= Ext
i

S(M ⊗R S, N ⊗R S) ;

(2) Ẽxt
i

R(M, N)⊗R S ∼= Ẽxt
i

S(M ⊗R S, N ⊗R S) for all i ≥ 0 .

Proof (1) Let PM be a degree-wise finitely generated semiprojective resolution of M and PN be a semipro-
jective resolution of N . PM ⊗R S is a semiprojective resolution of M ⊗R S , and PN ⊗R S is a semiprojective
resolution of N ⊗R S , since S is a flat R -algebra. Thus,

Ext
i

R(M, N)⊗R S = Hi(HomR(PM , PN ))⊗R S

∼= Hi(HomR(PM , PN )⊗R S)

∼= Hi(HomS(M ⊗R S, N ⊗R S))

= Ext
i

S(M ⊗R S, N ⊗R S).

(2) is routine. 2
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Corollary 6.3 Let R and S be commutative rings. Let M be an R -complex admitting a degree-wise finitely
generated semiprojective resolution, and let N be any R -complex. Then there are isomorphisms:

(1) ExtiR(M, N)p ∼= Ext
i

Rp
(Mp, Np) ;

(2) Ẽxt
i

R(M, N)p ∼= Ẽxt
i

Rp
(Mp, Np) for all i ≥ 0 and all p ∈ SpecR .

Proposition 6.4 Let R and S be commutative rings and θ : S → R be a ring homomorphism. Let X be an
R -complex admitting a degree-wise finitely generated semiprojective resolution, Y be any R -complex, and C be
an injective S -module. Then there are isomorphisms:

(1) TorRi (X, HomS(Y, C)) ∼= HomS(Ext
i

R(X, Y ), C)) ;

(2) T̃ or
R

i (X, HomS(Y, C) ∼= HomS(Ẽxt
i

R(X, Y ), C)) for all i ≥ 0 .

Proof For any projective R -module P , HomS(P, C) is an injective R -module. Let PX be a degree-wise
finitely generated semiprojective resolution of X and PY be a semiprojective resolution of Y . HomS(PY , C)

is an semiinjective resolution of HomS(Y, C) . Thus,

HomS(Ext
i

R(X, Y ), C)) = HomS(H
i(HomR(PX , PY )), C)

∼= Hi(HomS(HomR(PX , PY ), C))

∼= Hi(PX⊗RHomS(PY , C))

= Tor
R

i (X, HomS(Y, C)),

where the second isomorphism holds by [5, Proposition A. 6]. The proof of (2) is routine. 2

Corollary 6.5 Let R be a commutative local Noetherian ring with maximal ideal m and residue k . Let X be
an R -complex admitting a degree-wise finitely generated semiprojective resolution, and let Y be any R -complex.
Then there are isomorphisms:

(1) TorRi (X, Y v) ∼= Ext
i

R(X, Y )v ;

(2) T̃ or
R

i (X, Y
v) ∼= Ẽxt

i

R(X, Y )v for all i ≥ 0 , where −v denotes the Matlis dual HomR(−, E(k)) .

Next we consider the analog of [10, Theorem 3.2.15].

Proposition 6.6 Let R and S be commutative rings and θ : S → R be a ring homomorphism. Let X be an
R -complex admitting a degree-wise finitely generated semiprojective resolution, Y be any R -complex, and C be
a projective S -module. Then there are isomorphisms:

(1) ExtiR(X, Y )⊗S C ∼= Ext
i

R(X, Y ⊗S C) ;

(2) Ẽxt
i

R(X, Y )⊗S C ∼= Ẽxt
i

R(X, Y ⊗S C) for all i ≥ 0 .

Proof For any projective R -module P , P ⊗S C is a projective R -module. Let PX be a degree-wise
finitely generated semiprojective resolution of X and PY be a semiprojective resolution of Y . PY ⊗S C
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is a semiprojective resolution of P ⊗S C . Thus,

Ext
i

R(X, Y )⊗S C = Hi(HomR(PX , PY ))⊗S C

∼= Hi(HomR(PX , PY )⊗S C)

∼= Hi(HomR(PX , PY ⊗S C))

= Ext
i

R(X, Y ⊗S C),

where the second isomorphism holds by [5, Proposition A. 10]. The proof of (2) is routine. 2

We end this section by giving the following:

Proposition 6.7 Let M be an R◦ -complex and N be a homologically bounded above R -complex. Then

Tor
E(R)CSI(R)

i (M, N) = 0 and Tor
E(R)CSI(R)
i (M, N) = T̃ or

E(R)CSI(R)

i (M, N) for any i ∈ Z .

Proof Let E be a semiprojective resolution of M and I be a semiinjective resolution of N . By [5, Proposition

1.7], E⊗RI is exact. For any i ∈ Z , TorE(R)CSI(R)

i (M, N) = Hi(E⊗RI) = 0 . Then Tor
E(R)CSI(R)
i (M, N) =

T̃ or
E(R)CSI(R)

i (M, N) for any i ∈ Z . 2
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