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#### Abstract

For a given positive integer $n$, the structure, i.e. the number of cycles of various lengths, as well as possible chains, of the automorphisms of the groups $\left(\mathbb{Z}^{n},+\right)$ and $\left(\mathbb{Z}_{p}^{n},+\right), p$ prime, is studied. In other words, necessary and sufficient conditions on a bijection $f: A \rightarrow A$, where $|A|$ is countably infinite (alternatively, of order $p^{n}$ ), are determined so that $A$ can be endowed with a binary operation $* \operatorname{such}$ that $(A, *)$ is a group isomorphic to $\left(\mathbb{Z}^{n},+\right)$ (alternatively, $\left.\left(\mathbb{Z}_{p}^{n},+\right)\right)$ and such that $f \in \operatorname{Aut}(A)$.
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## 1. Introduction

In a recent study [2], the structural properties of the automorphisms of certain abelian groups, namely cyclic groups, groups of order $p^{2}$ ( $p$ prime), and groups of the form $\mathbb{Z}^{n}$, were studied. The case $\mathbb{Z}^{n}$ was treated with a 'variable' $n$, i.e. necessary and sufficient properties of a bijection $f: A \rightarrow A$ (where $A$ is a countably infinite set) were found such that there exists some $n$ so that $A$ can be endowed with a binary operation $*$ such that $(A, *)$ is an abelian group isomorphic to $\left(\mathbb{Z}^{n},+\right)$ and such that $f \in \operatorname{Aut}(A)$. In Section 2 of this paper we investigate the same problem for 'fixed' $n$. For example, it will be characterized when $f$ has the desired properties such that $(A, *)$ is isomorphic to $\left(\mathbb{Z}^{4},+\right)$ and $f \in \operatorname{Aut}(A)$.

In the last section, we also study the finite case: if $A$ is a set of cardinality $p^{n}, p$ prime, and $f: A \rightarrow A$ is a bijection, exactly when can we turn $A$ into an abelian group isomorphic to $\left(\mathbb{Z}_{p}^{n},+\right)$ and such that $f \in \operatorname{Aut}(A)$ ?

For a given set $A$, let us agree to say that a bijection $f: A \rightarrow A$ has the auto-property if it is possible to find a binary operation $*$ on $A$ such that $(A, *)$ is an abelian group and $f \in \operatorname{Aut}(A)$.

If $A$ is finite, such an $f$ gives rise to cycles, i.e. (disjoint) finite sequences $a_{1}, a_{2}, \ldots, a_{m}$ from $A$ such that $f\left(a_{i}\right)=a_{i+1}$ for $1 \leq i \leq m-1$ and $f\left(a_{m}\right)=a_{1}$. Every element of $A$ belongs to some cycle. The number of elements in a cycle is its length, so a fixed point of $f$ is a cycle of length 1 . The cycle structure of $f$ is a description of how many cycles of each length $f$ has. If $f$ has $c_{i}$ cycles of length $t_{i}(1 \leq i \leq k)$, then we say $f$ has the cycle structure $\left[\begin{array}{llll}c_{1} & c_{2} & \cdots & c_{k} \\ t_{1} & t_{2} & \cdots & t_{k}\end{array}\right]$. It is possible that some $c_{i}$ could be 0 , and these columns can
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just as well be omitted from the array. It follows that $\sum_{i=1}^{k} c_{i} t_{i}=|A|$, and that the identity map has cycle structure $\left[\begin{array}{c}|A| \\ 1\end{array}\right]$.

On the other hand, if $A$ is infinite, then, apart from possible cycles, there is also the possibility of $f$ having chains, i.e. infinite sequences $\ldots, a_{i}, a_{i+1}, a_{i+2}, \ldots$ from $A$ such that $f\left(a_{i}\right)=a_{i+1}$ for all $i$. The various lengths of the cycles of $f$, as well as the number of chains (in our case, either zero or infinite, as we will see later), will be referred to simply as the structure of $f$.

## 2. The automorphisms of $\mathbb{Z}^{n}$ for a given $n$

In this section, we fix a natural number $n$ and focus on the additive group $\left(\mathbb{Z}^{n},+\right)$. Also, throughout the section, $A$ will be a countably infinite set and $f: A \rightarrow A$ a bijection. It is evident that if we want to investigate the conditions $f$ has to satisfy to have the auto-property, then it suffices to find the structures of all possible automorphisms on the group $\left(\mathbb{Z}^{n},+\right)$. It is known that automorphisms of this group are induced by the units of the $\operatorname{ring} \mathbb{M}_{n}(\mathbb{Z})$, i.e. the group $G L(n, \mathbb{Z})$. The group $G L(n, \mathbb{Z})$ will sometimes be seen in the context of being a subgroup of $G L(n, \mathbb{Q})$. Many of our results depend on properties of such matrices.

Recall (from the Cayley-Hamilton theorem) that if $F$ is any field and $M \in \mathbb{M}_{n}(F)$, then $M$ is a root of its own characteristic polynomial. However, there often exist polynomials over $F$ of smaller degree than that of the characteristic polynomial, also having $M$ as a root. The monic one of smallest degree of these is called the minimal polynomial of $M$ and denoted by $\min _{F}(M)$, or $\operatorname{simply} \min (M)$ if there is no confusion.

Lemma 2.1 For any $M \in G L(n, \mathbb{Z})$, the structure of the automorphism induced by $M$ on $\mathbb{Z}^{n}$ is the same as that of the automorphism induced by $M$ on $\mathbb{Q}^{n}$.

Proof Clearly every cycle (or chain) induced by $M$ on $\mathbb{Z}^{n}$ occurs identically as a cycle (or chain) in $\mathbb{Q}^{n}$. Now consider any $v=\left(v_{i}\right) \in \mathbb{Q}^{n}$. Denote by $\ell$ the least common multiple of the denominators of the $v_{i}$. Then $\ell v$ lies in $\mathbb{Z}^{n}$, and lies in a cycle if and only $v$ does.

From Lemma 2.1, we can prove our results over $\mathbb{Q}$, from which they will follow over $\mathbb{Z}$. For the remainder of the section, $F$ will always denote an arbitrary field, unless otherwise specified.

Definition 2.2 Let $M \in G L(n, F)$ and $v \in F^{n}$. We define the point annihilator of $M$ at $v$ as $\mathcal{P}_{M, v}=$ $\{f \in F[X]: f(M) v=0\}$. Similarly, for any $f \in F[X]$, we define the polynomial annihilator of $M$ at $f$ as $\mathcal{S}_{M, f}=\left\{v \in F^{n}: f(M) v=0\right\}$.

It is straightforward to check that $\mathcal{P}_{M, v}$ is an ideal of $F[X]$; hence, there exists an $f_{M, v} \in F[X]$, such that $\mathcal{P}_{M, v}=\left\langle f_{M, v}\right\rangle$. It is also routine to check that $\mathcal{S}_{M, f}$ is an $F$-subspace of $F^{n}$.

From now on, we will usually omit $M$ from the subscripts in $\mathcal{P}_{M, v}, \mathcal{S}_{M, f}$, and $f_{M, v}$, as the matrix $M$ should be clear from the context.

Theorem 2.3 For $M \in G L(n, F)$ and $f \in F[X]$, if $f \mid \min (M)$ and $f$ is not constant, then $\mathcal{S}_{f}$ is nontrivial.
Proof Suppose $\mathcal{S}_{f}$ is trivial. It follows that the linear transformation $f(M)$ satisfies $f(M) v \neq 0$ for all $v \in F^{n} \backslash\{0\}$, and is thus injective. By the rank-nullity theorem it follows that $f(M)$ is surjective, and thus
invertible. Consider the polynomial $h=\frac{\min (M)}{f}$. It follows that $h(M) v=f(M)^{-1} \min (M) v=0$ for all $v \in F^{n}$, contradicting the minimality of $\min (M)$.

Lemma 2.4 For $M \in G L(n, F)$ and $f \in F[X]$, if $f \mid \min (M)$, and $h \mid f$, with $h$ neither constant nor equal to a constant multiple of $f$, then $\mathcal{S}_{h}$ is a proper subspace of $\mathcal{S}_{f}$.

Proof That $\mathcal{S}_{h}$ is a subspace of $S_{f}$ is obvious. We just need to show that it is indeed a proper subset.
Suppose that $\mathcal{S}_{h}=\mathcal{S}_{f}$, i.e. for any $v \in F^{n}, f(M) v=0$ implies $h(M) v=0$. As $h \mid f$, there exists a nonconstant polynomial $r$ such that $f=h r$. For any $v \in F^{n}, \min (M)(M) v=f(M) \frac{\min (M)}{f}(M) v=$ $f(M)\left(\frac{\min (M)}{f}(M) v\right)=0$, so $h(M)\left(\frac{\min (M)}{f}(M) v\right)=0$. As $h \frac{\min (M)}{f}=\frac{\min (M)}{r}$, it follows that $\frac{\min (M)}{r}(M) v=0$ for all $v \in F^{n}$, contradicting the minimality of $\min (M)$.

Definition 2.5 Let $M \in G L(n, F)$. We shall refer to $m \geq 1$ as a relatively pure cycle length of $M$ if the structure of the automorphism induced by $M$ contains nonzero cycles of length $m$, but no cycles of lengths a and $b$, both less than $m$, with the property that $\operatorname{lcm}(a, b)=m$.

For the remainder of the section, we let $F=\mathbb{Q}$. Keep in mind that all the cyclotomic polynomials $\Phi_{n}, n \geq 1$, are irreducible over $\mathbb{Q}$. We will also make use of a special kind of polynomial introduced in the next lemma.

Lemma 2.6 For any $m>1$, let $m=\prod_{i=1}^{k} p_{i}^{\alpha_{i}}$ be the prime factorization of $m$, where we assume that $p_{1}>p_{2}>\cdots>p_{k}$. Define, for each $i \in\{1,2, \ldots, k\}$, the polynomial $Q_{i}$ by

$$
Q_{i}(X)=\sum_{j=0}^{p_{i}-1} X^{\frac{m \cdot j}{p_{i}}}
$$

Then the $m$ th cyclotomic polynomial $\Phi_{m}$ divides $Q_{i}$ for all $i \in\{1,2, \ldots, k\}$. Moreover, $\Phi_{m}$ is the only monic nonconstant polynomial in $\mathbb{Q}[X]$ that divides all the $Q_{i}$.

Proof First we notice that $X^{m}-1=\left(X^{\frac{m}{p_{i}}}-1\right) Q_{i}(X)$ for any $i \in\{1,2, \ldots, k\}$. Let $\zeta$ be a primitive $m$ th root of unity. From $\left(\zeta^{\frac{m}{p_{i}}}-1\right) Q_{i}(\zeta)=0$ and $\zeta^{\frac{m}{p_{i}}}-1 \neq 0$ it follows that $Q_{i}(\zeta)=0$. An immediate consequence is that $X-\zeta$ is a factor of $Q_{i}$ for all primitive roots $\zeta$ of unity, so the $m$ th cyclotomic polynomial $\Phi_{n}$ divides all of the $Q_{i}$.

Now suppose that there is another nonconstant polynomial $R$, which is a factor of all the $Q_{i} \mathrm{~s}$, but with a root $\eta$ that is not a primitive $m$ th root of unity. As all the roots of $R$ must be $m$ th roots of unity, it follows that $\eta=\zeta^{l}$ for some $l \in\{1,2, \ldots, m\}$ and such that $\operatorname{gcd}(l, m) \neq 1$. However, then there exists an $i$ such that $\eta^{\frac{m}{p_{i}}}-1=0$, and as $Q_{i}(\eta)=0$, it follows that $\eta$ is a root of $X^{m}-1$ of multiplicity at least two. This is a contradiction, as all roots of $X^{m}-1$ have multiplicity 1 .

Theorem 2.7 Let $M \in G L(n, \mathbb{Q})$ and $m \geq 1$. If the structure induced by $M$ has relatively pure $m$-cycles, then $\Phi_{m} \mid \min (M)$.

Proof First, assume that $m>1$. All cycles (and their lengths) will be those induced by $M$.
Let $d$ be a divisor of $m$. Let $T_{d}$ be the set of all members of $\mathbb{Q}^{n}$ contained in cycles of length $d$. Define

$$
K_{m}=\bigcup_{d \mid m ; d \neq m} T_{d}
$$

We note that $K_{m}$ is a $\mathbb{Q}$-subspace of $\mathbb{Q}^{n}:$ for $x, y \in K_{m}$, the length of the cycle that contains $x+y$ divides the least common multiple of the lengths of the cycles that contain $x$ and $y$, respectively, but this least common multiple is a proper divisor of $m$, as $m$ is relatively pure. Hence, $x+y \in K_{m}$. Moreover, the length of the cycle of $q x$ is the same as the length of the cycle of $x$, for all nonzero $q \in \mathbb{Q}$, showing (together with the fact that $\left.0 \in K_{m}\right)$ that $\mathbb{Q} K_{m} \subseteq K_{m}$.

Note that we also have $M^{k} K_{m} \subseteq K_{m}$ for any integer $k$. This is because the cycle lengths of $M^{k} x$ and $x$ are the same for any $x \in \mathbb{Q}^{n}$.

Now let $x \in T_{m}$. Define $\mathcal{Q}_{x}$ as the set of all polynomials $f \in \mathbb{Q}[X]$ such that $f(M)(x) \in K_{m}$. Then $\mathcal{Q}_{x}$ is an ideal of $\mathbb{Q}[X]:$ let $f, g \in \mathcal{Q}_{x}$ and $h \in \mathbb{Q}[X]$. Then

$$
(f+g)(M)(x)=f(M) x+g(M) x \in K_{m}
$$

since $K_{m}$ is an additive group. Also, $h g(M)(x)=h(M) g(M)(x)$, and as $g(M)(x) \in K_{m}$, it follows (from the fact that $q M^{k} K_{m} \subseteq K_{m}$ for all $q \in \mathbb{Q}$ and integers $k$ (from above), that

$$
h g(M)(x) \in K_{m} .
$$

In particular, we have that $Q_{i}(M)(x) \in K_{m}$, for all $Q_{i}$ as defined in Lemma 2.6. This is because $M^{m / p_{i}}\left(Q_{i}(M)(x)\right)=$ $Q_{i}(M)(x)$ where $p_{i}$ is the $i$ th prime factor of $m$, and $\frac{m}{p_{i}}$ is a proper divisor of $m$. From Lemma 2.6 it follows that $\Phi_{m}$ is the greatest common divisor of these $Q_{i}$, and hence $\Phi_{m}$ is a linear combination of the $Q_{i} \mathrm{~s}$, from which it follows that

$$
\Phi_{m}(M)(x) \in K_{m}
$$

Consequently, $\Phi_{m} \in \mathcal{Q}_{x}$. Since $\Phi_{m}$ is the only monic nonconstant polynomial that divides all of the $Q_{i}$ (by Lemma 2.6), we must have that $\mathcal{Q}_{x}=\left\langle\Phi_{m}\right\rangle$. (Note that $\mathcal{Q}_{x}=\mathbb{Q}[X]$ is not possible, since, for example, the identity polynomial $1 \in \mathbb{Q}[X]$ is not in $\mathcal{Q}_{x}$.) Finally, since $\min (M) \in \mathcal{Q}_{x}$, we conclude that $\Phi_{m} \mid \min (M)$.

Now for the case $m=1$ : if the structure induced by $M$ has nonzero 1 -cycles, then 1 is an eigenvalue of $M$, so that $X-1=\Phi_{1}$ is a divisor of $\min (M)$.

We now focus on the converse of the above theorem.
Theorem 2.8 Let $M \in G L(n, \mathbb{Q})$ and $m \geq 1$. If $\Phi_{m} \mid \min (M)$ then the structure induced by $M$ contains nonzero cycles of length $m$.

Proof In case $m>1$, we know from Theorem 2.3 that $S_{\Phi_{m}}$ is nontrivial, so there exists $v \in \mathbb{Q}^{n} \backslash\{0\}$ such that $\Phi_{m}(M) v=0$. As $\Phi_{m} \mid X^{m}-1$, it follows that $\left(M^{m}-I\right) v=0$, so $v$ lies in a cycle of length dividing $m$, but as $\Phi_{m}$ does not divide $X^{k}-1$ for any $k<m$, it follows that $v$ lies in a cycle of length $m$. (Note that $\Phi_{m}$, being irreducible, is a generator for the ideal $\mathcal{P}_{v}$. Hence, if $X^{d}-1$, with $d \mid m$, is an element of $\mathcal{P}_{v}$, then $\left.\Phi_{m} \mid X^{d}-1.\right)$
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Finally, if $m=1$, then $X-1$ divides $\min (M)$ so that 1 is an eigenvalue of $M$. However, then the structure induced by $M$ contains nonzero cycles of length 1 .

We now turn our attention to chains.

Theorem 2.9 Let $M \in G L(n, \mathbb{Q})$. If $f$ is an irreducible, noncyclotomic polynomial over $\mathbb{Q}$ and $f \mid \min (M)$, then the structure induced by $M$ has chains.

Proof Let $v \in \mathcal{S}_{f} \backslash\{0\}$. Then $\mathcal{P}_{v}=\langle f\rangle$. If $M$ has no chains, then there exists $m$ such that $M^{m} v=v$, so $X^{m}-1 \in \mathcal{P}_{v}$, from which it follows that $f \mid X^{m}-1$. This is a contradiction, because $X^{m}-1=\prod_{d \mid m} \Phi_{d}(X)$.

Theorem 2.10 Let $M \in G L(n, \mathbb{Q})$. If $\min (M)$ has no irreducible, noncyclotomic factors, but a cyclotomic factor of multiplicity greater than 1 , then the structure induced by $M$ has chains.

Proof For the sake of contradiction, suppose that $M$ induces cycles only. Then, for any $v \in \mathbb{Q}^{n}$, there exists an $m$ such that $X^{m}-1 \in \mathcal{P}_{v}$. Thus, there exist $m_{1}, m_{2}, \ldots, m_{k}$ such that $\mathcal{P}_{v}=\left\langle\prod_{i=1}^{k} \Phi_{m_{i}}\right\rangle$.

Suppose $\min (M)=\prod_{i=1}^{s} \Phi_{w_{i}}^{\alpha_{i}}$ for certain natural numbers $w_{1}, w_{2}, \ldots, w_{s}$ and $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{s}$. We now just need to show that $\alpha_{i}=1,1 \leq i \leq s$, but as $\prod_{i=1}^{k} \Phi_{m_{i}} \mid \min (M)$, it follows that

$$
\prod_{i=1}^{k} \Phi_{m_{i}} \mid \prod_{i=1}^{s} \Phi_{w_{i}}
$$

Therefore,

$$
\prod_{i=1}^{s} \Phi_{w_{i}} \in \mathcal{P}_{v}, \text { for all } v \in \mathbb{Q}^{n}
$$

and thus we have that $\left(\prod_{i=1}^{s} \Phi_{w_{i}}\right)(M)=0$. This proves the result.
So far, we have demonstrated two sufficient conditions for chains to occur in the structure induced by $M \in G L(n, \mathbb{Q})$. We now proceed to show that it is also necessary for one of these to hold if the structure induced by $M$ has chains.

Theorem 2.11 Let $M \in G L(n, \mathbb{Q})$. If the structure induced by $M$ has chains then $\min (M)$ either has a noncyclotomic, irreducible factor, or a cyclotomic factor of multiplicity greater than 1.

Proof Suppose the result does not hold. Then $\min (M)=\prod_{i=1}^{k} \Phi_{m_{i}}$ with $m_{i} \neq m_{j}$ if $i \neq j$. Then $\min (M) \mid X^{\operatorname{lcm}\left(m_{1}, m_{2}, \ldots, m_{k}\right)}-1$. As $\min (M) \in \mathcal{P}_{v}$ for all $v \in \mathbb{Q}^{n}$, it follows that $X^{\mathrm{lcm}\left(m_{1}, m_{2}, \ldots, m_{k}\right)}-1 \in \mathcal{P}_{v}$, implying that all $v$ lie in cycles of lengths dividing $\operatorname{lcm}\left(m_{1}, m_{2}, \ldots, m_{k}\right)$.

Before we proceed, we need to introduce one more concept. For a bijection $f: S \rightarrow S$, where $S$ is an arbitrary nonempty set, let $\mathcal{G}=(V, E)$ be a directed graph with $|V|=|S|$ and $\rho: S \rightarrow V$ a bijection. Then $\mathcal{G}$ is called a structural graph of $f$ if $(u, v) \in E \Leftrightarrow(\exists a \in S: u=\rho(a) \wedge v=\rho(f(a)))$. $\rho$ is called a graph projection of $f$.

From [1] we have the following general result:

Theorem 2.12 ([1, Theorem 9.13]) If $S$ is a countably infinite set and $f: S \rightarrow S$ is bijective, then there exists some $n \in \mathbb{N}$ such that $f$ has the auto-property with underlying group structure $\left(\mathbb{Z}^{n},+\right)$ if and only if the structural graph of $f$ satisfies all of the following:

1. there exists a cycle of length 1, called the zero cycle;
2. there are only finitely many distinct cycle lengths;
3. if there is more than one cycle of length 1, then there are infinitely many of them;
4. if there are any cycles of length $d>1$, then there are infinitely many cycles of length $d$;
5. if there are chains, then there are infinitely many chains;
6. if there are cycles of lengths $u$ and $v$, then there are cycles of length $\operatorname{lcm}(u, v)$.

We agree here that if there is exactly one cycle of length one, then this is the (unique) zero cycle, while if there are infinitely many cycles of length one, then any one of them can by chosen and fixed to represent the (unique) zero cycle.

We conclude this section where we focus on a given $n \in \mathbb{N}$ :

Theorem 2.13 Let $n \in \mathbb{N}$ and let $f: S \rightarrow S$ be a bijection where $S$ is a countably infinite set. Then $f$ has the auto-property with underlying group $\left(\mathbb{Z}^{n},+\right)$ if and only if one of the following cases hold (where $\varphi$ denotes the Euler totient function):

1. $f$ satisfies the conditions stated in Theorem 2.12, the structural graph of $f$ contains no chains, and $n$ can be expressed as

$$
n=\sum_{i=1}^{k} \alpha_{i} \varphi\left(c_{i}\right)
$$

where $c_{1}, c_{2}, \ldots, c_{k}$ denotes the complete list of relatively pure cycle lengths of $f$, and where $\alpha_{i}$ is a positive integer for every $i \in\{1,2 \ldots, k\}$.
2. $f$ satisfies the conditions stated in Theorem 2.12, the structural graph of $f$ contains chains, and

$$
n-\sum_{i=1}^{k} \varphi\left(c_{i}\right) \geq 2
$$

where $c_{1}, c_{2}, \ldots, c_{k}$ denotes the complete list of relatively pure cycle lengths of $f$.
Proof First, suppose the structural graph of $f$ contains no chains. Then the automorphism

$$
\left[\begin{array}{cccc}
D_{\Phi_{c_{1}}, \alpha_{1}} & 0 & \cdots & 0 \\
0 & D_{\Phi_{c_{2}}, \alpha_{2}} & \cdots & 0 \\
\vdots & \vdots & \ddots & 0 \\
0 & 0 & 0 & D_{\Phi_{c_{k}}, \alpha_{k}}
\end{array}\right]
$$

where, for each $j \in\{1, \ldots, k\}, D_{\Phi_{c_{j}}, \alpha_{j}}$ is the matrix consisting of $\alpha_{j}$ copies of the companion matrix $C_{\Phi_{c_{j}}}$ of the cyclotomic polynomial $\Phi_{c_{j}}$ along its diagonal, will induce the same structural graph as $f$.

If $n$ does not have the form stated in (1), i.e. $n$ cannot be written as $\sum_{i=1}^{k} \alpha_{i} \varphi\left(c_{i}\right)$, then the characteristic polynomial of any matrix $M \in G L(n, \mathbb{Q})$ (which is of degree $n$ ) cannot have irreducible factors only of the form $\Phi_{c_{i}}$, and thus has an irreducible factor that is either a cyclotomic polynomial $\Phi_{d}$ with $d \notin\left\{c_{1}, c_{2}, \ldots, c_{k}\right\}$ or a noncyclotomic (irreducible) polynomial. As the characteristic polynomial and the minimal polynomial of a matrix share the same roots (i.e. the eigenvalues), this irreducible factor would be a factor of the minimal polynomial as well, and will, by Theorems 2.8 and 2.9 , induce cycles of length $d$, or chains. Either way, we cannot obtain the desired structural graph. If the minimal polynomial of $M$ has any cyclotomic polynomial occurring more than once as a factor, the induced structural graph will contain chains by Theorem 2.10.

In the event that the structural graph of $f$ has chains, we consider any matrix $M$ of the form

$$
M=\left[\begin{array}{ccccc}
C_{\Phi_{c_{1}}} & 0 & \cdots & 0 & 0 \\
0 & C_{\Phi_{c_{2}}} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & 0 & 0 \\
0 & 0 & 0 & C_{\Phi_{c_{k}}} & 0 \\
0 & 0 & 0 & 0 & X_{s, t}
\end{array}\right]
$$

where $X_{s, t}$ is a square matrix consisting of $s$ copies of the companion matrix of $x^{2}+2$ and $t$ copies of the companion matrix of $x^{3}+2$ along its diagonal. Here, $s$ and $t$ are nonnegative integers (with at least one of them strictly positive) such that $2 s+3 t=n-\sum_{i=1}^{k} \varphi\left(c_{i}\right)$. The structural graph induced by $M$ is clearly the same as that of $f$. Note that $X_{s, t}$ can be made to be a square matrix of any size greater than $1 \times 1$, and will produce only chains in the induced structural graph (both irreducible factors in the minimal polynomial of $X_{s, t}$ being noncyclotomic). It would also not be possible to get chains using a $1 \times 1$ matrix as the only possible $1 \times 1$ matrix that we could use and keep that $M$ an automorphism is the identity, which will produce cycles of length one rather than chains. Moreover, any representation of $f$ will require all of the cyclotomic companion matrices along the diagonal listed in order to produce the desired structural graphs.

Example 2.14 Let $S$ be a countably infinite set and $f: S \rightarrow S$ be a bijection.

1. If the structural graph of $f$ has exactly one cycle of length 1, has no chains, and has infinitely many cycles of length 6 (and nothing else), then, for odd $n, S$ cannot be endowed with a binary operation $*$ so as to create a group $(S, *)$ isomorphic to $\left(\mathbb{Z}^{n},+\right)$ and such that $f \in \operatorname{Aut}(S)$. This is because $\varphi(6)=2$, and no multiple of it equals $n$. However, for any even $n$, a binary operation $*$ on $S$ can be found so that $(S, *)$ is a group isomorphic to $\left(\mathbb{Z}^{n},+\right)$ and such that $f \in \operatorname{Aut}(S)$. Simply take $\alpha_{1}=\frac{n}{2}$ in Theorem 2.13 (1).
2. If the structural graph of $f$ has infinitely many cycles of length 1 and infinitely many chains (and nothing else), then $S$ cannot be endowed with a binary operation $*$ so as to create a group $(S, *)$ isomorphic to $\left(\mathbb{Z}^{2},+\right)$ and such that $f \in \operatorname{Aut}(S)$. This is because, in this case, $n-\sum_{i=1}^{1} \varphi(1)=2-1<2$. However, for each $n \geq 3$, a binary operation $*$ on $S$ can be found so that $(S, *)$ is a group isomorphic to $\left(\mathbb{Z}^{n},+\right)$ and with $f \in \operatorname{Aut}(S)$.

## 3. The automorphisms of $\mathbb{Z}_{p}^{n}$

We now turn our attention to the automorphisms of groups of the form $\left(\mathbb{Z}_{p}^{n},+\right)$, for prime $p$. Before we study the rational canonical form of arbitrary invertible $n \times n$ matrices over $\mathbb{Z}_{p}$ to solve the general case, we begin by considering those matrices in $G L\left(n, \mathbb{Z}_{p}\right)$ for which the minimal and characteristic polynomials coincide. Note that these are exactly the matrices $M$ for which the rational canonical form is similar to a companion matrix of a polynomial of degree $n$.

Consider such a matrix $C_{f}$, where $f=\prod_{i=1}^{k} f_{i}^{\alpha_{i}}$, with each $f_{i}$ irreducible over $\mathbb{Z}_{p}$. Then consider the matrix

$$
D_{f}=\left[\begin{array}{ccccc}
C_{f_{1}^{\alpha_{1}}} & 0 & 0 & \cdots & 0 \\
0 & C_{f_{2}^{\alpha_{2}}} & 0 & \cdots & 0 \\
0 & 0 & C_{f_{3}^{\alpha_{3}}} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & C_{f_{k}^{\alpha_{k}}}
\end{array}\right]
$$

with companion matrices $C_{f_{i}^{\alpha_{i}}}$ all along the diagonal. Since the $f_{i}^{\alpha_{i}}$ s are relatively prime, $\min \left(D_{f}\right)=f$ and it follows that $C_{f}$ is the rational canonical form of $D_{f}$, so $C_{f}$ and $D_{f}$ are similar matrices, implying that the structures induced by them are identical. The usefulness of this representation is that the effect on the cycle structure attributed by each companion matrix along the diagonal can easily be isolated.

We now appeal to a few results on polynomials [3, pp. 84-87], where, in all these results, it is assumed that $F$ is a finite field:

Lemma 3.1 ([3, Lemma 3.1]) Let $f \in F[X]$ of degree $m$ with $|F|=q$ and $f(0) \neq 0$. There exists a positive integer $e \leq q^{m}-1$ such that $f \mid x^{e}-1$.

Definition 3.2 ([3, Definition 3.2]) Given a polynomial $f \in F[X]$ with $f(0) \neq 0$, the least e such that $f \mid x^{e}-1$ is called the order of $f$, denoted by $\operatorname{ord}(f)$.

Theorem 3.3 ([3, Theorem 3.3]) Denote the finite field with $q$ elements by $F_{q}$. Let $f \in F_{q}[X]$ be irreducible of degree $m$ and $f(0) \neq 0$. Then $\operatorname{ord}(f)$ is equal to the order of any root of $f$ in the multiplicative group $F_{q^{m}}^{*}$.

Corollary 3.4 ([3, Corollary 3.4]) If $f \in F[X]$ is an irreducible polynomial of degree $m$, then $\operatorname{ord}(f)$ divides $q^{m}-1$.

Theorem 3.5 ([3, Theorem 3.5]) The number of monic irreducible polynomials in $F[x]$ of degree $m$ and order $e$ is equal to:

1. $\frac{\phi(e)}{m}$ if $e \geq 2$ and $m$ is the multiplicative order of $q$ modulo $e$.
2. 2 if $m=e=1$.
3. 0 otherwise.

In particular, the degree of an irreducible polynomial in $F[x]$ of order $e$ must be equal to the multiplicative order of $q$ modulo $e$.

Lemma 3.6 ([3, Lemma 3.6]) Let $c$ be any positive integer, and let $f \in F[x]$ with $f(0) \neq 0$. Then $f$ divides $x^{c}-1$ if and only if $\operatorname{ord}(f) \mid c$.

Theorem 3.7 ([3, Theorem 3.8]) Let $g \in F[x]$ be irreducible with $g(0) \neq 0$ and $\operatorname{ord}(g)=e$. Let $f=g^{b}$ with $b$ a positive integer. Let $t$ be the smallest integer with $p^{t} \geq b$, with $p$ the characteristic of $F$. Then $\operatorname{ord}(f)=e p^{t}$.

Theorem 3.8 ([3, Theorem 3.9]) Let $g_{1}, g_{2}, \ldots, g_{k}$ be pairwise relatively prime nonzero polynomials over $F$. Let $f=g_{1} g_{2} \cdots g_{k}$. Then $\operatorname{ord}(f)=\operatorname{lcm}\left(\operatorname{ord}\left(g_{1}\right), \operatorname{ord}\left(g_{2}\right), \ldots, \operatorname{ord}\left(g_{k}\right)\right)$.

We now summarize these results in one theorem:

Theorem 3.9 ([3, Theorem 3.11]) Let $F$ be a finite field of characteristic $p$, and let $f \in F[X]$ be a polynomial of positive degree and $f(0) \neq 0$. Let $f=a f_{1}^{b_{1}} f_{2}^{b_{2}} \cdots f_{k}^{b_{k}}$, where $a \in F, b_{i} \in \mathbb{N}$ and $f_{i}$ are distinct monic irreducible polynomials over $F$, be the canonical factorization of $f$ in $F[x]$. Then ord $(f)=e p^{t}$ where $e=\operatorname{lcm}\left(\operatorname{ord}\left(f_{1}\right), \operatorname{ord}\left(f_{2}\right), \ldots, \operatorname{ord}\left(f_{k}\right)\right)$ and $t$ is the smallest integer with $p^{t} \geq \max \left(b_{1}, b_{2}, \ldots, b_{k}\right)$.

Corollary 3.10 If $f$ is an irreducible polynomial in $F[X]$ with $\operatorname{deg}(f)=m$, then $\operatorname{ord}(f) \mid p^{s}-1$ if and only if $m \mid s$.

Proof Immediate consequence of Lemma 3.6.
We now have all of the results on polynomials that we will need for the rest of this section.
For any finite field $F$, we consider an automorphism of $F^{n}$ for which the characteristic polynomial, as well as the minimal polynomial, is $f=f_{1}^{\alpha}$. As $\operatorname{deg}(f)=n$, it follows that $\operatorname{deg}\left(f_{1}\right)=\frac{n}{\alpha}$. Denote the order of $f_{1}$ by $e$.

Consider furthermore the subspaces $\mathcal{S}_{f_{1}^{i}}, i \in\{1,2, \ldots, \alpha\}$ of $F^{n}$. We know that $\mathcal{S}_{f_{1}^{i+1}}$ properly contains $\mathcal{S}_{f_{1}^{i}}, 1 \leq i \leq \alpha-1$, and that $\mathcal{S}_{f_{1}}$ is nontrivial.

Lemma 3.11 Each nonzero member of $\mathcal{S}_{f_{1}}$ lies in a cycle of length $e$.
Proof Let $y \in \mathcal{S}_{f_{1}} \backslash\{0\}$. Then clearly $X^{\operatorname{ord}\left(f_{1}\right)}-1 \in \mathcal{P}_{y}$, from which it follows that the cycle length of $y$ divides ord $\left(f_{1}\right)$. If $s$ is the least positive integer such that $\left(X^{s}-1\right)(M) y=0$, then $X^{s}-1 \in \mathcal{P}_{y}$. As $f_{1} \in \mathcal{P}_{y}$, and $f_{1}$ is irreducible, it follows that $f_{1} \mid X^{s}-1$, so $e \mid s$, and we have $s=e$. Consequently, each $y \in \mathcal{S}_{f_{1}} \backslash\{0\}$ lies in a cycle of length $e$.

Lemma 3.12 If $y \in \mathcal{S}_{f_{1}^{i+1}} \backslash \mathcal{S}_{f_{1}^{i}}$ for some $i \in\{1,2, \ldots, \alpha-1\}$, then $y$ lies in a cycle of length $\operatorname{ord}\left(f_{1}^{i+1}\right)$.
Proof For any such $y, f_{1}^{i+1} \in \mathcal{P}_{y}$, while $f_{1}^{i} \notin \mathcal{P}_{y}$. Consequently, $\mathcal{P}_{y}$ is generated by $f_{1}^{i+1}$. Suppose $X^{s}-1 \in \mathcal{P}_{y}$ for some $s \in \mathbb{N}$. Then, as $f_{1}^{i+1}$ is a divisor of $X^{s}-1$, it follows that $\operatorname{ord}\left(f_{1}^{i+1}\right) \mid s$. However, $X^{\operatorname{ord}\left(f_{1}^{i+1}\right)}-1 \in \mathcal{P}_{y}$, and it follows that $y$ lies in a cycle of length $\operatorname{ord}\left(f_{1}^{i+1}\right)$.

Lemma 3.13 For each $i \in\{1,2, \ldots, \alpha\},\left|\mathcal{S}_{f_{1}^{i}}\right|=\left(p^{m}\right)^{i}$, with $m=\operatorname{deg}\left(f_{1}\right)$.

Proof For each $i \in\{1,2, \ldots, \alpha\}$, let $\left|\mathcal{S}_{f_{1}^{i}}\right|=p^{t_{i}}$. From Corollary 3.10, $t_{1}=m \delta_{1}$ for some integer $\delta_{1}$. By Lemma 3.12, $p^{t_{i+1}}=p^{t_{i}}+c_{i+1} \cdot \operatorname{ord}\left(f_{1}^{i+1}\right)$, with $c_{i+1}$ the number of cycles in $\mathcal{S}_{f_{1}^{i+1}} \backslash \mathcal{S}_{f_{1}^{i}}$. As $e=\operatorname{ord}\left(f_{1}\right)$ divides $\operatorname{ord}\left(f_{1}^{i+1}\right)$, we have $p^{t_{i+1}} \equiv p^{t_{i}}(\bmod e)$. Consequently, $p^{t_{i+1}-t_{i}} \equiv 1(\bmod e)$, so that $m$ divides $t_{i+1}-t_{i}$. We can thus conclude that $t_{i+1}=t_{i}+m \delta_{i+1}$, for some integer $\delta_{i+1}$. However, $m \alpha=n=m\left(\delta_{1}+\delta_{2}+\cdots+\delta_{\alpha}\right)$ and as $\mathcal{S}_{f_{1}^{i+1}}$ strictly contains $\mathcal{S}_{f_{1}^{i}}$, each $\delta_{i} \geq 1$, so $m\left(\delta_{1}+\delta_{2}+\cdots+\delta_{\alpha}\right) \geq m \alpha$. Since equality holds, $\delta_{i}=1$ for each $i$, from which the result follows.

We summarize our work in the following theorem:
Theorem 3.14 Let $M$ be the matrix representation of an automorphism of $\mathbb{Z}_{p}^{n}$, with the characteristic polynomial of $M$ equal to $\min (M)=f^{\alpha}$, for an irreducible polynomial $f \in \mathbb{Z}_{p}[X]$ of degree $m$. Then the cycle structure of the automorphism induced by $M$ is

$$
\left[\begin{array}{cccccc}
1 & \frac{p^{m}-1}{\operatorname{ord}(f)} & \frac{p^{m}\left(p^{m}-1\right)}{\operatorname{ord}\left(f^{2}\right)} & \frac{p^{2 m}\left(p^{m}-1\right)}{\operatorname{ord}\left(f^{3}\right)} & \ldots & \frac{p^{m(\alpha-1)}\left(p^{m}-1\right)}{\operatorname{ord}\left(f^{\alpha}\right)} \\
1 & \operatorname{ord}(f) & \operatorname{ord}\left(f^{2}\right) & \operatorname{ord}\left(f^{3}\right) & \ldots & \operatorname{ord}\left(f^{\alpha}\right)
\end{array}\right]
$$

with $\alpha=\frac{n}{m}$.
As any square matrix over a field has a rational canonical form, which has companion matrices along the diagonal, and all companion matrices are similar to a matrix with companion matrices of factors of the corresponding polynomial, it follows that every matrix is similar to a matrix of the form

$$
\left[\begin{array}{ccccc}
C_{f_{1}^{\alpha_{1}}} & 0 & 0 & \cdots & 0 \\
0 & C_{f_{2}^{\alpha_{2}}} & 0 & \cdots & 0 \\
0 & 0 & C_{f_{3}^{\alpha_{3}}} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & C_{f_{k}^{\alpha_{k}}}
\end{array}\right]
$$

with each $C_{f_{i} \alpha_{i}}$ a companion matrix (they are not necessarily distinct). The important observation is that this form allows for the $C_{f_{i} \alpha_{i}} \mathrm{~S}$ along the diagonal to act on disjoint (nonzero) subspaces of $\mathbb{Z}_{p}^{n}$ independently.

To shed some light on this, it is perhaps appropriate to look at an example.

Example 3.15 Consider the automorphism of $\mathbb{Z}_{3}^{3}$ induced by

$$
M=\left[\begin{array}{cc}
C_{(x+1)^{2}} & 0 \\
0 & C_{x-1}
\end{array}\right]=\left[\begin{array}{lll}
0 & 1 & 0 \\
2 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

Let $\left\{e_{1}=\left[\begin{array}{l}1 \\ 0 \\ 0\end{array}\right], e_{2}=\left[\begin{array}{l}0 \\ 1 \\ 0\end{array}\right], e_{3}=\left[\begin{array}{l}0 \\ 0 \\ 1\end{array}\right]\right\}$ be the natural basis for $\mathbb{Z}_{3}^{3}$. The cycle structure induced by $M$ on the subspace $V_{1}=\left\langle e_{1}, e_{2}\right\rangle$ is, according to Theorem 3.14, given by $\left[\begin{array}{lll}1 & 1 & 1 \\ 1 & 2 & 6\end{array}\right]$. Similarly, the cycle structure induced by $M$ on $V_{2}=\left\langle e_{3}\right\rangle$ is given by $\left[\begin{array}{ll}1 & 2 \\ 1 & 1\end{array}\right]=\left[\begin{array}{l}3 \\ 1\end{array}\right]$. All members of $\mathbb{Z}_{3}^{3}$ can be expressed (uniquely) as linear
combinations of members of the subspaces mentioned above, say $v=v_{1}+v_{2}, v_{i} \in V_{i}$. Furthermore, if the cycle length of $v_{i}$ is $c_{i}$, then $v$ lies within a cycle of length $\operatorname{lcm}\left(c_{1}, c_{2}\right)$. By pairing off the members of the annihilator spaces with one another in this way, we find $\frac{2 \times 2}{2}=2$ cycles of length 2 , and $\frac{2 \times 6}{6}=2$ cycles of length 6 . Consequently, we find that the cycle structure induced by $M$ on $\mathbb{Z}_{3}^{3}$ is $\left[\begin{array}{ccc}1+2 & 1+2 & 1+2 \\ 1 & 2 & 6\end{array}\right]=\left[\begin{array}{lll}3 & 3 & 3 \\ 1 & 2 & 6\end{array}\right]$.

As a more elaborate example, we proceed to determine all the cycle structures that are induced by automorphisms on $\mathbb{Z}_{p}^{3}$ (where, again, $\left\{e_{1}, e_{2}, e_{3}\right\}$ denotes the natural basis):

Case 1: $\min (M)=l_{1} l_{2} l_{3}$, where the $l_{i}$ are distinct linear polynomials. $M$ is similar to the matrix $\left[\begin{array}{ccc}C_{l_{1}} & 0 & 0 \\ 0 & C_{l_{2}} & 0 \\ 0 & 0 & C_{l_{3}}\end{array}\right]$.

Lemma 3.13 gives $\left|\mathcal{S}_{l_{i}}\right|=p$. Let the order of $l_{i}$ be $d_{i}$. Then it follows that there are $\frac{p-1}{d_{i}}$ cycles of length $d_{i}$ in $\mathcal{S}_{l_{i}}$. By accounting for all other members of $\mathbb{Z}_{p}^{3}$, as linear combinations of the members of $\mathcal{S}_{l_{i}}$, we get $\frac{(p-1)^{2}}{\operatorname{lcm}\left(d_{i}, d_{j}\right)}$ cycles of length $\operatorname{lcm}\left(d_{i}, d_{j}\right)$ and $\frac{(p-1)^{3}}{\operatorname{lcm}\left(d_{1}, d_{2}, d_{3}\right)}$ cycles of length $\operatorname{lcm}\left(d_{1}, d_{2}, d_{3}\right)$. As a result, the cyclic structure induced by a matrix with minimal polynomial the product of three distinct linear factors has the form $\left[\begin{array}{cccccccc}1 & \frac{p-1}{d_{1}} & \frac{p-1}{d_{2}} & \frac{p-1}{d_{3}} & \frac{(p-1)^{2}}{\operatorname{lcm}\left(d_{1}, d_{2}\right)} & \frac{(p-1)^{2}}{\operatorname{lcm}\left(d_{1}, d_{3}\right)} & \frac{(p-1)^{2}}{\operatorname{lcm}\left(d_{2}, d_{3}\right)} & \frac{(p-1)^{3}}{\operatorname{lcm}\left(d_{1}, d_{2}, d_{3}\right)} \\ 1 & d_{1} & d_{2} & d_{3} & \operatorname{lcm}\left(d_{1}, d_{2}\right) & \operatorname{lcm}\left(d_{1}, d_{3}\right) & \operatorname{lcm}\left(d_{2}, d_{3}\right) & \operatorname{lcm}\left(d_{1}, d_{2}, d_{3}\right)\end{array}\right]$, where the $d_{i}$ are any (not necessarily distinct) divisors of $p-1$.

Case 2: $\min (M)=l_{1}^{2} l_{2}$, where the $l_{i}$ are two distinct linear polynomials. $M$ is similar to the matrix $\left[\begin{array}{cc}C_{l_{1}^{2}} & 0 \\ 0 & C_{l_{2}}\end{array}\right]$. The cycle structure induced by $M$ on the subspace $\left\langle e_{1}, e_{2}\right\rangle$ of $\mathbb{Z}_{p}^{3}$ is given by $\left[\begin{array}{ccc}1 & \frac{p-1}{\operatorname{ord}\left(l_{1}\right)} & \frac{p(p-1)}{\operatorname{ord}\left(l_{1}^{2}\right)} \\ 1 & \operatorname{ord}\left(l_{1}\right) & \operatorname{ord}\left(l_{1}^{2}\right)\end{array}\right]=$ $\left[\begin{array}{ccc}1 & \frac{p-1}{d_{1}} & \frac{p-1}{d_{1}} \\ 1 & d_{1} & p d_{1}\end{array}\right]$ and the cycle structure induced by $M$ on the subspace $\left\langle e_{3}\right\rangle$ is $\left[\begin{array}{cc}1 & \frac{p-1}{\operatorname{ord}\left(l_{2}\right)} \\ 1 & \operatorname{ord}\left(l_{2}\right)\end{array}\right]=\left[\begin{array}{cc}1 & \frac{p-1}{d_{2}} \\ 1 & d_{2}\end{array}\right]$. The remaining members of $\mathbb{Z}_{p}^{3}$ occur in $\frac{(p-1)^{2}}{\operatorname{lcm}\left(d_{1}, d_{2}\right)}$ cycles of length $\operatorname{lcm}\left(d_{1}, d_{2}\right)$ and $\frac{p(p-1)^{2}}{p \cdot \operatorname{lcm}\left(d_{1}, d_{2}\right)}$ cycles of length $p$. $\operatorname{lcm}\left(d_{1}, d_{2}\right)$. Summarizing case 2 , we get the cycle structure $\left[\begin{array}{cccccc}1 & \frac{p-1}{d_{1}} & \frac{p-1}{d_{1}} & \frac{p-1}{d_{2}} & \frac{(p-1)^{2}}{\operatorname{lcm}\left(d_{1}, d_{2}\right)} & \frac{(p-1)^{2}}{\operatorname{lcm}\left(d_{1}, d_{2}\right)} \\ 1 & d_{1} & p d_{1} & d_{2} & \operatorname{lcm}\left(d_{1}, d_{2}\right) & p \cdot \operatorname{lcm}\left(d_{1}, d_{2}\right)\end{array}\right]$, where the $d_{i}$ are arbitrary divisors of $p-1$.

Case 3: $\min (M)=l_{1}^{3}$, with $l_{1}$ a linear polynomial. $M$ is thus similar to the matrix $C_{l_{1}^{3}}$. The cycle structure of this matrix is already described by Theorem 3.14, namely $\left[\begin{array}{cccc}1 & \frac{p-1}{\operatorname{ord}\left(l_{1}\right)} & \frac{p(p-1)}{\operatorname{ord}\left(l_{1}^{2}\right)} & \frac{p^{2}(p-1)}{\operatorname{ord}\left(l_{1}^{3}\right)} \\ 1 & \operatorname{ord}\left(l_{1}\right) & \operatorname{ord}\left(l_{1}^{2}\right) & \operatorname{ord}\left(l_{1}^{3}\right)\end{array}\right]$. By Theorem 3.7 the order of $l_{1}^{2}$ is $p d_{1}$ and that of $l_{1}^{3}$ is $p^{2} d_{1}$ if $p=2$ and $p d_{1}$ otherwise. Hence, we get that the cycle structure induced by $M$ is given by $\left[\begin{array}{lll}2 & 1 & 1 \\ 1 & 2 & 4\end{array}\right]$ if $p=2$ and $\left[\begin{array}{lll}1 & \frac{p-1}{d_{1}} & \frac{p^{2}-1}{d_{1}} \\ 1 & d_{1} & p d_{1}\end{array}\right]$ with $d_{1}$ any divisor of $p-1$ otherwise.

Case 4: $\min (M)=l q$ with $l, q$ irreducible linear and quadratic polynomials, respectively. In this case, $M$ is similar to a matrix of the form $\left[\begin{array}{cc}C_{q} & 0 \\ 0 & C_{l}\end{array}\right]$. Denote the orders of $q$ and $l$ by $d_{1}$ and $d_{2}$, respectively. From

Theorem 3.5, $d_{1}$ can be any divisor of $p^{2}-1$ that is not a divisor of $p-1$ and $d_{2}$ can be any divisor of $p-1$. The cycle structure induced by $M$ on the subspace $\left\langle e_{1}, e_{2}\right\rangle$ of $\mathbb{Z}_{p}^{3}$ is then given by $\left[\begin{array}{cc}1 & \frac{p^{2}-1}{d_{1}} \\ 1 & d_{1}\end{array}\right]$. The cyclic structure induced by $M$ on the subspace $\left\langle e_{3}\right\rangle$ is $\left[\begin{array}{ll}1 & \frac{p-1}{d_{2}} \\ 1 & d_{2}\end{array}\right]$. The remaining members of $\mathbb{Z}_{p}^{3}$ lie within $\frac{\left(p^{2}-1\right)(p-1)}{\operatorname{lcm}\left(d_{1}, d_{2}\right)}$ cycles of length $\operatorname{lcm}\left(d_{1}, d_{2}\right)$ each. We conclude that cycle structure in this case is given by $\left[\begin{array}{llll}1 & \frac{p^{2}-1}{d_{1}} & \frac{p-1}{d_{2}} & \frac{\left(p^{2}-1\right)(p-1)}{\operatorname{lcm}\left(d_{1}, d_{2}\right)} \\ 1 & d_{1} & d_{2} & \operatorname{lcm}\left(d_{1}, d_{2}\right)\end{array}\right]$ with $d_{1}$ any divisor of $p^{2}-1$ that does not divide $p-1$, and $d_{2}$ any divisor of $p-1$.

Case 5: $\min (M)=c$, with $c$ any irreducible cubic polynomial. Let the order of $c$ be $d$. By Theorem $3.5, d$ can be any divisor of $p^{3}-1$ that does not divide $p^{2}-1$. $M$ is then similar to $C_{c}$, and the cycle structure is given by $\left[\begin{array}{cc}1 & \frac{p^{3}-1}{d} \\ 1 & d\end{array}\right]$ for any $d$ that divides $p^{3}-1$ but not $p^{2}-1$.

Case 6: $\min (M)=l_{1} l_{2}$, with the $l_{i}$ two distinct linear polynomials. As usual, denote the order of $l_{i}$ by $d_{i}$, which can be any divisor of $p-1$. Without loss of generality, $M$ is similar to $\left[\begin{array}{ccc}C_{l_{1}} & 0 & 0 \\ 0 & C_{l_{1}} & 0 \\ 0 & 0 & C_{l_{2}}\end{array}\right]$. The cycle structure that $M$ induces on the subspace $\left\langle e_{1}\right\rangle$, as well as on the subspace $\left\langle e_{2}\right\rangle$, is $\left[\begin{array}{cc}1 & \frac{p-1}{d_{1}} \\ 1 & d_{1}\end{array}\right]$. Once again, the structure induced by $M$ on the subspace $\left\langle e_{3}\right\rangle$ is $\left[\begin{array}{ll}1 & \frac{p-1}{d_{2}} \\ 1 & d_{2}\end{array}\right]$. The remaining members of $\mathbb{Z}_{p}^{3}$ occur in $\frac{(p-1)^{2}}{d_{1}}$ cycles of length $d_{1}$ and $2 \frac{(p-1)^{2}}{\operatorname{lcm}\left(d_{1}, d_{2}\right)}+\frac{(p-1)^{3}}{\operatorname{lcm}\left(d_{1}, d_{2}\right)}=\frac{(p+1)(p-1)^{2}}{\operatorname{lcm}\left(d_{1}, d_{2}\right)}$ cycles of length $l c m\left(d_{1}, d_{2}\right)$. The conclusion is that we get the following cycle structure: $\left[\begin{array}{llll}1 & \frac{p^{2}-1}{d_{1}} & \frac{p-1}{d_{2}} & \frac{(p+1)(p-1)^{2}}{\operatorname{lcm}\left(d_{1}, d_{2}\right)} \\ 1 & d_{1} & d_{2} & \operatorname{lcm}\left(d_{1}, d_{2}\right)\end{array}\right]$ with the $d_{i}$ arbitrary divisors of $p-1$.

Case 7: $\min (M)=q$ with $q$ an irreducible quadratic. The rational canonical form of any $3 \times 3$ matrix that has a companion matrix of a quadratic along its diagonal also has a linear factor that divides the quadratic. However, for this case, the quadratic needs to be irreducible, and hence have no linear factors, implying that this case cannot occur.

Case 8: $\quad \min (M)=l^{2}$, with $l$ a linear polynomial of order $d$. By Theorem 3.5, $d$ can be any divisor of $p-1$ and $M$ is similar to the matrix $\left[\begin{array}{cc}C_{l^{2}} & 0 \\ 0 & C_{l}\end{array}\right]$. By Theorem 3.14 , the cycle structure induced by $M$ on the subspace $\left\langle e_{1}, e_{2}\right\rangle$ is $\left[\begin{array}{ccc}1 & \frac{p-1}{d} & \frac{p-1}{d} \\ 1 & d & p d\end{array}\right]$ and the cyclic structure induced by $M$ on the subspace $\left\langle e_{3}\right\rangle$ is given by $\left[\begin{array}{ll}1 & \frac{p-1}{d} \\ 1 & d\end{array}\right]$. The remaining members of $\mathbb{Z}_{p}^{3}$ lie within $\frac{(p-1)^{2}}{d}$ cycles of length $d$ each and $\frac{p(p-1)^{2}}{p d}$ cycles of length $p d$ each. This results in the following cyclic cycle structure in the case: $\left[\begin{array}{ccc}1 & \frac{p^{2}-1}{d} & \frac{p(p-1)}{d} \\ 1 & d & p d\end{array}\right]$ for any $d$ that divides $p-1$.

Case 9: $\min (M)=l$ with $l$ a linear polynomial. Let the degree of $l$ be $d$, which, by Theorem 3.14,
can once again be any divisor of $p-1 . M$ is similar to a matrix of the form $\left[\begin{array}{ccc}C_{l} & 0 & 0 \\ 0 & C_{l} & 0 \\ 0 & 0 & C_{l}\end{array}\right]$. In this case, all nonzero members of $\mathbb{Z}_{p}^{3}$ occur in cycles of length $d$, giving the cycle structure $\left[\begin{array}{ll}1 & \frac{p^{3}-1}{d} \\ 1 & d\end{array}\right]$ for any $d$ that divides $p-1$.

After listing all the cases, we see that some of the cycle structures that arise from different cases might indeed overlap. For example, the cycle structure found in Case 9 is also found as a special case of a structure found in Case 1, with $d_{1}=d_{2}=d_{3}$. Clearing up the overlaps, we can give this result in a more compact form as the following theorem:

Theorem 3.16 Let $|A|=p^{3}$ where $p$ is prime, and let $f: A \rightarrow A$ be a bijection. Then $f$ has the auto-property with underlying group $\left(\mathbb{Z}_{p}^{3},+\right)$ if and only if $f$ has one of the following cycle structures:

1. $\left[\begin{array}{cccccccc}1 & \frac{p-1}{d_{1}} & \frac{p-1}{d_{2}} & \frac{p-1}{d_{3}} & \frac{(p-1)^{2}}{\operatorname{lcm}\left(d_{1}, d_{2}\right)} & \frac{(p-1)^{2}}{\operatorname{lcm}\left(d_{1}, d_{3}\right)} & \frac{(p-1)^{2}}{\operatorname{lcm}\left(d_{2}, d_{3}\right)} & \frac{(p-1)^{3}}{\operatorname{lcm}\left(d_{1}, d_{2}, d_{3}\right)} \\ 1 & d_{1} & d_{2} & d_{3} & \operatorname{lcm}\left(d_{1}, d_{2}\right) & \operatorname{lcm}\left(d_{1}, d_{3}\right) & \operatorname{lcm}\left(d_{2}, d_{3}\right) & \operatorname{lcm}\left(d_{1}, d_{2}, d_{3}\right)\end{array}\right]$ where each $d_{i}$ is an arbitrary divisor of $p-1$.
2. $\left[\begin{array}{cccccc}1 & \frac{p-1}{d_{1}} & \frac{p-1}{d_{1}} & \frac{p-1}{d_{2}} & \frac{(p-1)^{2}}{\operatorname{lcm}\left(d_{1}, d_{2}\right.} & \frac{(p-1)^{2}}{\operatorname{lcm}\left(d_{1}, d_{2}\right)} \\ 1 & d_{1} & p d_{1} & d_{2} & \operatorname{lcm}\left(d_{1}, d_{2}\right) & p \cdot \operatorname{lcm}\left(d_{1}, d_{2}\right)\end{array}\right]$ where each $d_{i}$ is an arbitrary divisor of $p-1$.
3. $\left[\begin{array}{lll}2 & 1 & 1 \\ 1 & 2 & 4\end{array}\right]$ if $p=2$, or $\left[\begin{array}{ccc}1 & \frac{p-1}{d_{1}} & \frac{p^{2}-1}{d_{1}} \\ 1 & d_{1} & p d_{1}\end{array}\right]$ with $d_{1}$ any divisor of $p-1$ otherwise.
4. $\left[\begin{array}{cccc}1 & \frac{p^{2}-1}{d_{1}} & \frac{p-1}{d_{2}} & \frac{\left(p^{2}-1\right)(p-1)}{\operatorname{lcm}\left(d_{1}, d_{2}\right)} \\ 1 & d_{1} & d_{2} & \operatorname{lcm}\left(d_{1}, d_{2}\right)\end{array}\right]$ with $d_{1}$ any divisor of $p^{2}-1$ and $d_{2}$ any divisor of $p-1$.
5. $\left[\begin{array}{cc}1 & \frac{p^{3}-1}{d} \\ 1 & d\end{array}\right]$ for any $d$ that divides $p^{3}-1$ but not $p^{2}-1$.
6. $\left[\begin{array}{ccc}1 & \frac{p^{2}-1}{d} & \frac{p(p-1)}{d} \\ 1 & d & p d\end{array}\right]$ for any divisor $d$ of $p-1$.

It is now clear (at least in principle) that when $|A|=p^{n}$ for any $n \geq 3$, a similar strategy/algorithm can be followed to find necessary and sufficient conditions on a bijection $f: A \rightarrow A$ to have the auto-property with underlying group $\left(\mathbb{Z}_{p}^{n},+\right)$.

## 4. Conclusion

Given that a bijection $f: A \rightarrow A$ has the correct structure in order to bear the auto-property, it remains to show how to turn $A$ into the appropriate abelian group with $f \in \operatorname{Aut}(A)$.

Let $\mathcal{G}$ be the structural graph of $f$. Now, if there exists a group automorphism $h: G \rightarrow G$ for some abelian group $G$ such that $\mathcal{G}$ and the structural graph of $h$ are isomorphic (as graphs), then one easily sees that $A$ can be endowed with an abelian group structure such that $f$ is a group automorphism.

In particular, let $\rho_{f}$ and $\rho_{h}$ be graph projections of $f$ and $h$, respectively, and let $\psi$ be a graph isomorphism from the codomain of $\rho_{f}$ to the codomain of $\rho_{h}$. Define $\eta: A \rightarrow G$ by $\eta=\rho_{h}^{-1} \psi \rho_{f}$. Then it is routine to check that $(A, *)$ is an abelian group, where $\alpha * \beta=\eta^{-1}\left(\eta(\alpha) \cdot{ }_{G} \eta(\beta)\right)$ for all $\alpha, \beta \in A$. The identity is $1_{A}=\eta^{-1}\left(1_{G}\right)$. Furthermore, $(A, *) \cong G$ and it is also routine to check that $f \in \operatorname{Aut}(A)$.
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