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Abstract: The existence of the solution of nonhomogeneous partial differential equations (PDE) of second order in time
and finite or infinite order in spatial variable with quasipolynomial right-hand side is proved. This solution satisfies the
homogeneous two-point in time conditions. The differential-symbol method for constructing the solution of the problem
is proposed. The examples of applying this method for solving some two-point problems for PDE are suggested.
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1. Introduction
A well-known fact in the theory of ordinary differential equation (ODE) should be reminded. Let us consider
nonhomogeneous ODE

L
( d

dt

)
T (t) ≡

( d2

dt2
+ a1

d

dt
+ a2

)
T (t) = f(t), (1.1)

where a1, a2 ∈ C , f(t) is quasipolynomial of the form

f(t) = Q(t)eαt, (1.2)

in which α ∈ C , Q(t) is polynomial of degree n ∈ Z+ . If α is a zero of the polynomial L(λ) = λ2 + a1λ+ a2

of multiplicity p ∈ {0, 1, 2} then the partial solution of equation (1.1) can be found by the method of indefinite
coefficients in the form

T (t) = R(t)eαt.

R(t) is a polynomial of degree n + p with indefinite coefficients. The case p = 0 means that α is not zero of
L(λ) .

According to the differential-symbol method (see [7, 13]), the partial solution of equation (1.1) can be
found by the formula

T (t) = f
( ∂

∂λ

){
eλt − T0(t)− λT1(t)

L(λ)

}∣∣∣∣∣
λ=0

. (1.3)
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In (1.3), {T0(t), T1(t)} is the normal fundamental system of solutions of equation L(d/dt)T (t) = 0 .
Moreover, the curly brackets of formula (1.3) contain the entire function of parameter λ . In particular, if f(t)

has the form (1.2) then partial solution of equation (1.1) is calculated by the following formula

T (t) = Q
( ∂

∂λ

){
eλt − T0(t)− λT1(t)

L(λ)

}∣∣∣∣∣
λ=α

. (1.4)

T (t) can be found by differentiation of finite order.
It should be noted that the formula (1.3) determines not only partial solution of equation (1.1) but also

the solution of the Cauchy problem for equation (1.1) with homogeneous initial conditions

T (0) = T ′(0) = 0.

In this paper, for nonhomogeneous partial differential equations (PDE) of second order in time and finite
or infinite order in spatial variable with quasipolynomial right-hand side, the method of constructing such
solution that satisfies homogeneous two-point in time conditions is proposed. We study the case when the
coefficient at x of exponential function in right-hand side of equation is zero of the characteristic determinant
of the problem.

Problems for PDE with multipoint conditions in time describe many physical, economic, demographic,
and other processes. Such problems have a simple interpretation of process observations at different moments
of time. An example of such mathematical model is the two-point problem

∂2U

∂t2
− a2

∂2U

∂x2
= f(t, x), t ∈ R, x ∈ R, a ∈ R\{0}, (1.5)

U(0, x) = 0, U(h, x) = 0, x ∈ R. (1.6)

Problem (1.5), (1.6) describes the oscillation process of the boundless string and involves determining
the position of the string at any moment of time t and at an arbitrary point x . Moreover, the string oscillates
under the influence of external force f(t, x) and the profiles of the string at two moments of time t = 0 and
t = h > 0 are identical (trivial).

Problems with such conditions for PDE are generalization of Valle-Poussin problems [20, 25, 26].
The first results of studying the n -point problems for hyperbolic PDE were presented in work [21].

Furthermore, the conditions of existence and uniqueness of the solution of multipoint problems for PDE and
systems of PDE were studied in bounded domains on the basis of a metric approach (see works [11, 22–24] and
bibliography in them) and in unbounded domains using the Fourier transform technique ([3, 4, 27]).

Consequently, the establishment of conditions of the problem solvability for PDE with multipoint in
time conditions is significant not only for constructing general theory of boundary-value problems but also for
practical problems.

The papers [1, 2, 5, 6, 8, 19] are devoted to the constructing polynomial and quasipolynomial solutions
for PDE and boundary-value problems for them.

The application of the differential-symbol method in investigation of problems for PDE with conditions
in time variable was considered in [7, 13–15, 17, 18].

Symbol calculus which is inherent for the differential-symbol method can be seen in works [9, 10].
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2. Problem statement

Let a1(
d
dx ) =

∞∑
j=0

a1j
dj

dxj
, a2(

d

dx
) =

∞∑
j=0

a2j
dj

dxj
be differential expressions with complex coefficients a10, a20 ,

a11 , a21, . . . . Their actions on an infinitely differentiable function W = W (x) with respect to x ∈ R are
understood as follows:

ak(
d

dx
)W (x) =

∞∑
j=0

akj
djW

dxj
, k ∈ {1, 2}.

In addition, let us consider the differential polynomials b01(
d
dx ), b02(

d
dx ), b11(

d
dx ) , and b12(

d
dx ) with complex

coefficients. Their symbols are polynomials that b01(ν) , b02(ν) and b11(ν) , b12(ν) respectively, do not have the
same complex roots.

In present paper, the solvability of problem

L
( ∂

∂t
,
∂

∂x

)
U(t, x) ≡

[ ∂2

∂t2
+ 2a1

( ∂

∂x

) ∂

∂t
+ a2

( ∂

∂x

)]
U(t, x) = f(t, x), (2.1)

lkU(t, x) ≡ bk1

( ∂

∂x

)
U(kh, x) + bk2

( ∂

∂x

)∂U
∂t

(kh, x) = 0, k ∈ {0, 1}, (2.2)

where h is a positive number and f(t, x) is a nontrivial quasipolynomial of special form, is studied in domain
(t, x) ∈ R2 .

For nonempty set P ⊆ C , let us introduce the class of quasipolynomials KC, P , that is the class of
functions of the form

f(t, x) =

m∑
j=1

N∑
k=1

fkj(t, x)e
βkt+αjx, m,N ∈ N. (2.3)

Moreover, f11(t, x), . . . , fNm(t, x) are nonzero polynomials with complex coefficients, β1, . . . , βN are pairwise
different complex numbers, and α1, . . . , αm are pairwise different complex numbers that belong to P .

For each quasipolynomial (2.3), replacing t with ∂
∂λ and x with ∂

∂ν , we obtain the quasipolynomial

differential expression f( ∂
∂λ ,

∂
∂ν ) , which acts on the entire function Γ(λ, ν) of parameters λ and ν by the

formula

f
( ∂

∂λ
,
∂

∂ν

)
Γ(λ, ν) ≡

m∑
j=1

N∑
k=1

fkj

( ∂

∂λ
,
∂

∂ν

)
Γ(λ+ βk, ν + αj). (2.4)

Formula (2.4) contains the derivatives of Γ(λ, ν) only finite order.
According to PDE (2.1), we consider homogeneous ODE of the second order

d2T

dt2
+ 2a1(ν)

dT

dt
+ a2(ν)T = 0, (2.5)

which is obtained from (2.1) by substitution of ∂
∂x with parameter ν (further we consider it as complex

parameter).
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By T0(t, ν) and T1(t, ν) , we denote the solutions of equation (2.5), which satisfy the conditions

dkTj

dtk
(0, ν) = δkj =

{
1, k = j,

0, k ̸= j,
k, j ∈ {0, 1}.

The functions T0(t, ν) and T1(t, ν) form the fundamental system of solutions of equation (2.5) which is
normal at the point t = 0 . Let us construct the system {T2(t, ν), T3(t, ν)} of solutions of equation (2.5) which
for k, j ∈ {0, 1} satisfies the conditions:

bk1(ν)T2+j (kh, ν) + bk2(ν)
dT2+j

dt
(kh, ν) = δkj , k ∈ {0, 1} . (2.6)

The difference from zero of the characteristic determinant

∆(ν) =

∣∣∣∣∣∣
b01(ν) b02(ν)

b̃01(ν) b̃02(ν)

∣∣∣∣∣∣ , (2.7)

where

b̃01 = b11 (ν)T0(h, ν) + b12 (ν)
dT0

dt
(h, ν), b̃02 = b11 (ν)T1(h, ν) + b12 (ν)

dT1

dt
(h, ν),

is the condition of existence of the functions T2(t, ν) and T3(t, ν) for fixed ν ∈ C .
In the present work, we study the case where the set of zeros M

M = {ν ∈ C : ∆(ν) = 0} (2.8)

and its complement M to the space C are nonempty sets.

Let D(ν) =
√
a21(ν)− a2(ν). Then for ν ∈ C\M , the functions T2(t, ν) and T3(t, ν) are quasipolynomials

in the variable t of the form

T2 (t, ν) = e−a1(ν)(t+h)

(
b11(ν)− a1(ν)b12(ν)

)
S(h− t, ν) + b12(ν)C(h− t, ν)

∆ (ν)
,

T3 (t, ν) = e−a1(ν)t

(
b01(ν)− a1(ν)b02(ν)

)
S(t, ν)− b02(ν)C(t, ν)

∆ (ν)
.

Quasipolynomials C(t, ν) and S(t, ν) are defined by the formulas

C(t, ν) = cosh
[
tD(ν)

]
, S(t, ν) =


sinh

[
tD(ν)

]
D(ν)

, D(ν) ̸= 0,

t, D(ν) = 0.

In the paper [16] (theorem 3.2), the existence and uniqueness of solution of problem (2.1), (2.2) in the
class KC,C\M is proved, if the right-hand side of equation (2.1) has the form (2.3); moreoverü α1, . . . , αm do
not belong to the set (2.8). Using (2.4), we can find this solution by the formula

U(t, x) = f
( ∂

∂λ
,
∂

∂ν

){
F (t, λ, ν)eνx

}∣∣∣
λ=ν=0

=

m∑
j=1

N∑
k=1

fkj

( ∂

∂λ
,
∂

∂ν

){
F (t, λ, ν)eνx

}∣∣∣
λ=βk,
ν=αj

, (2.9)
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where

F (t, λ, ν) =
eλt − [b01(ν) + λb02(ν)]T2 (t, ν)− [b11(ν) + λb12(ν)] e

λhT3 (t, ν)

L (λ, ν)
.

It should be noted that the function in curly brackets of formula (2.9) can be represented in the form

F̃ (t, x, λ, ν) ≡ F (t, λ, ν) eνx =
eλt+νx − T2 (t, ν) l0e

λt+νx − T3 (t, ν) l1e
λt+νx

L (λ, ν)
. (2.10)

Function (2.10) is analytic function in the domain R× R× C× C\M and quasipolynomial in variables
t and x if (λ, ν) ∈ C× C\M .

The present work is devoted to the case when the right-hand side of equation (2.1) belongs to KC,M ,
that is the function f(t, x) has form (2.4) and α1, . . . , αm ∈ M . The existence of a solution of problem (2.1),
(2.2) in the class KC,M will be proved, and the differential-symbol method of constructing solution of problem
(2.1), (2.2) will be proposed. It should be noted that nontrivial solutions of the corresponding homogeneous
problem exist in the class KC,M [12].

3. Main results
Let f(t, x) belong to KC,M and have the form

f(t, x) = Q(t, x)eβt+αx, (3.1)

where Q(t, x) is nontrivial polynomial of variables t and x of degree n ∈ Z+ in variable x , α is zero of
multiplicity p ∈ N of the function ∆(ν) , β is an arbitrary complex number.

Theorem 3.1 Let the function f(t, x) of equation (2.1) have the form (3.1), q ≡ (n+1)p , and ∆̃(ν) ≡ ∆n+1(ν).

Then the solution of problem (2.1), (2.2) exists in the class KC,M and it can be found by the following formula:

U(t, x) =

( ∂

∂ν

)q

ρ(t, x, β, ν)
∣∣∣
ν=α

∆̃(q)(α)
, (3.2)

where
ρ(t, x, β, ν) = ∆̃(ν)Q

( ∂

∂λ
,
∂

∂ν

){
F̃ (t, x, λ, ν)

}∣∣∣
λ=β

, (3.3)

F̃ (t, x, λ, ν) is the function (2.10), Q
(

∂
∂λ ,

∂
∂ν

)
is differential polynomial obtained from Q(t, x) by substitution

of t and x with ∂
∂λ and ∂

∂ν , respectively, ∆̃(q)(α) ≡ dq∆̃
dνq

∣∣
ν=α

.

Proof The function F̃ (t, x, λ, ν) of form (2.10) has such property: zeros λ0(ν) and λ1(ν) of polynomial
L(λ, ν) = λ2 + 2a1(ν)λ + a2(ν) = (λ − λ0(ν))(λ − λ1(ν)) are removable and zeros of the determinant ∆(ν) ,
which are presented in T2(t, ν) and T3(t, ν) , are the poles. After the action of the differential polynomial

Q
(

∂
∂λ ,

∂
∂ν

)
on the function F̃ (t, x, λ, ν) , its poles increase their order; however, multiplying by function ∆̃(ν) ,

we get the entire function

ρ(t, x, λ, ν) = ∆̃(ν)Q
( ∂

∂λ
,
∂

∂ν

){
F̃ (t, x, λ, ν)

}
in parameter λ and ν .
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In addition, since ∆(p)(α) ̸= 0 and

∆̃(q)(α) =
q !

(p !)n+1
[∆(p)(α)]n+1 ̸= 0, (3.4)

then formula (3.2) defines some quasipolynomial U(t, x) from the class KC,M .

Let us show that function (2.10) satisfies nonhomogeneous equation

L
( ∂

∂t
,
∂

∂x

)
F̃ (t, x, λ, ν) = eλt+νx. (3.5)

The action of the differential expression L( ∂
∂t ,

∂
∂x ) on function (3.2) should be calculated:

L
( ∂

∂t
,
∂

∂x

)( ∂

∂ν

)q

ρ(t, x, β, ν)
∣∣∣
ν=α

∆̃(q)(α)
=

( ∂

∂ν

)q

L
( ∂

∂t
,
∂

∂x

)
ρ(t, x, β, ν)

∣∣∣
ν=α

∆̃(q)(α)

=

( ∂

∂ν

)q[
∆̃(ν)Q

( ∂

∂λ
,
∂

∂ν

)
L
( ∂

∂t
,
∂

∂x

){
F̃ (t, x, λ, ν)

}]∣∣∣
λ=β,
ν=α

∆̃(q)(α)
=

( ∂

∂ν

)q[
∆̃(ν)Q

( ∂

∂λ
,
∂

∂ν

)
eλt+νx

]∣∣∣
λ=β,
ν=α

∆̃(q)(α)

=

( ∂

∂ν

)q[
∆̃(ν)Q(t, x)eβt+νx

]∣∣∣
ν=α

∆̃(q)(α)
= Q(t, x)eβt

( ∂

∂ν

)q[
∆̃(ν)eνx

]∣∣∣
ν=α

∆̃(q)(α)

= Q(t, x) eβt

q∑
k=0

Ck
q x

q−keαx∆̃(k)(α)

∆̃(q)(α)
= Q(t, x)eβt+αx = f(t, x).

In the last line of the formula, the property of the root α of the multiplicity q is used, that is

∆̃(α) = ∆̃′(α) = . . . = ∆̃(q−1)(α) = 0.

Therefore, function (3.2) satisfies equation (2.1).
Let us show that function (3.2) satisfies two-point conditions (2.2). Taking into account (2.6) for

k ∈ {0, 1} , we get the following conditions for function (2.10):

lkF̃ (t, x, λ, ν) =
lke

λt+νx − δk0l0e
λt+νx − δk1l1e

λt+νx

L(λ, ν)
= 0.

For k ∈ {0, 1} , we have

lkU(t, x) =

( ∂

∂ν

)q

lkρ(t, x, β, ν)
∣∣∣
ν=α

∆̃(q)(α)
=

( ∂

∂ν

)q[
∆̃(ν)Q

( ∂

∂λ
,
∂

∂ν

)
lkF̃ (t, x, λ, ν)

]∣∣∣
λ=β,
ν=α

∆̃(q)(α)
= 0.

2

Remark 3.2 After setting p = 0 in formula (3.2), we get formula (2.9).
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In Theorem 3.1, we consider the case of monomial quasipolynomial f(t, x) of form (3.1) which can be
generalized.

Let f(t, x) have form (2.3) and (m,N) ̸= (1, 1) ; moreover, the numbers α1, . . . , αm are zeros of function
(2.7) of multiplicities p1, . . . , pm . Formula (2.3) contains at least two polynomials fkj(t, x) . By nkj ∈ Z+ , we
denote the degree of polynomial fkj(t, x) in variable x where k = 1, N , j = 1,m.

Theorem 3.3 Let the function f(t, x) of equation (2.1) have form (2.3) and qkj ≡ (nkj + 1)pj . Then the
solution of problem (2.1), (2.2) exists in the class KC,M and can be found by the formula

U(t, x) =

m∑
j=1

N∑
k=1

( ∂

∂ν

)qkj

ρkj(t, x, βk, ν)
∣∣∣
ν=αj

[∆nkj+1](qkj)(αj)
, (3.6)

where

ρkj(t, x, βk, ν) = ∆nkj+1(ν)fkj

( ∂

∂λ
,
∂

∂ν

){
F̃ (t, x, λ, ν)

}∣∣∣
λ=βk

,

F̃ (t, x, λ, ν) is function (2.10).

Proof For each monomial summand fkj(t, x)e
βkt+αjx of the function f(t, x) of form (2.3), the solutions

Ukj(t, x) of problem (2.1), (2.2) can be found by substitution of such value: α = αj , β = βk , p = pj , n = nkj ,
q = qkj , ρ = ρkj , Q = fkj in formulas (3.2) and (3.3). By the principle of superposition of solutions of linear
differential equation, the solution of problem (2.1), (2.2) can be found as a sum of mN summands

U(t, x) =

m∑
j=1

N∑
k=1

Ukj(t, x), (3.7)

that is in form (3.6). 2

4. Examples of solving the problems

Examples of constructing the solutions of two-point problems for nonhomogeneous PDE with quasipolynomial
right-hand side are considered.

Example 4.1 Let us find solutions of the differential-functional equation

∂2U(t, x)

∂t2
−
(
1 + 2

∂

∂x
+

∂2

∂x2

)
U(t, x+ 2) = e−t−x, (t, x) ∈ R2, (4.1)

which satisfy the two-point conditions

(
1 +

∂

∂x

)
U(0, x) +

∂2U

∂t∂x
(0, x) = 0,

(
1 +

∂

∂x

)
U(1, x) +

∂2U

∂t∂x
(1, x) = 0, x ∈ R.

(4.2)
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∇ Problem (4.1), (4.2) is problem (2.1), (2.2) for which a1(ν) = 0, a2(ν) = −(1+ν)2e2ν , b01(ν) = b11(ν) = 1+ν,

b02(ν) = b12(ν) = ν, h = 1, f(t, x) = e−t−x.

Differential-functional equation (4.1) can be written as differential equation of infinite order in variable
x : [ ∂2

∂t2
−
(
1 +

∂

∂x

)2
e2

∂
∂x

]
U(t, x) = e−t−x.

The solutions T2(t, ν) and T3(t, ν) of the ODE

[ d2

dt2
− (1 + ν)2e2ν

]
T (t, ν) = 0

have the following form

T2(t, ν) =
e−ν sinh[(1 + ν)eν(1− t)] + ν cosh[(1 + ν)eν(1− t)]

∆(ν)
,

T3(t, ν) =
e−ν sinh[(1 + ν)eνt]− ν cosh[(1 + ν)eνt]

∆(ν)
,

where
∆(ν) = (1 + ν)

[
1− ν2e2ν

]
e−ν sinh[(1 + ν)eν ].

The set M has the form
M = {ν ∈ C : ∆(ν) = 0}.

Since f(t, x) has monomial quasipolynomial form and α = −1 is a zero of multiplicity p = 2 of the
function ∆(ν) , Theorem 3.1 can be used.

For quasipolynomial f(t, x) = e−t−x ∈ KC,M , we have α = −1, β = −1 , Q(t, x) = 1 , p = 2, n = 0.

The function F̃ (t, x, λ, ν) has the form

F̃ (t, x, λ, ν) =
eλt − (1 + ν + λν)[T2(t, ν) + eλT3(t, ν)]

λ2 − (1 + ν)2e2ν
eνx.

We have

ρ(t, x,−1, ν) = ∆(ν) F̃ (t, x,−1, ν) =

{
e−t(1 + ν)

(
1− ν2e2ν

)
e−ν sinh[(1 + ν)eν ]

1− (1 + ν)2e2ν

− e−ν sinh[(1 + ν)eν(1− t)] + ν cosh[(1 + ν)eν(1− t)]

1− (1 + ν)2e2ν

− e−1 e
−ν sinh[(1 + ν)eνt]− ν cosh[(1 + ν)eνt]

1− (1 + ν)2e2ν

}
eνx.

According to Theorem 3.1, the solution of problem (4.1), (4.2) can be found by formula (3.2):

U(t, x) =

( ∂

∂ν

)2

ρ(t, x,−1, ν)
∣∣∣
ν=−1

∆′′(−1)
.
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Having calculated
∆′′(−1) = 2(1− e−2),

we obtain

U(t, x) = e−t−x − 1

2(1− e−2)

[
e−3(t2 + 2)− e−2(t2 − 2t+ 3)− x(x+ 2t− 4) + e−1x(x+ 2t− 2)

]
e−x. (4.3)

The found solution (4.3) of problem (4.1), (4.2) in the class KC,M is not unique, because nontrivial
solutions of the corresponding problem exist in this class [12]. Such solutions, for example, are the functions
U(t, x) = e−x , U(t, x) = (1− t− x)e−x . △

Example 4.2 In plane (t, x) ∈ R2 let us find the solutions of the two-point problem

[
∂2

∂t2
− 2

∂3

∂t∂x2
+

∂4

∂x4

]
U(t, x) = t+ x2 + txe−x,

∂U

∂x
(0, x) +

∂U

∂t
(0, x) = 0,

∂U

∂x
(1, x) +

∂U

∂t
(1, x) = 0.

(4.4)

∇ Problem (4.4) is problem (2.1), (2.2), in which a1(ν) = −ν2, a2(ν) = ν4, b01(ν) = b11(ν) = ν, b02(ν) =

b12(ν) = 1, h = 1, f(t, x) = t+ x2 + txe−x.

The solutions T2(t, ν) and T3(t, ν) of the ODE

[ d2

dt2
− 2ν2

d

dt
+ ν4

]
T (t, ν) = 0

have the form:

T2(t, ν) = eν
2(t+1) (ν

2 + ν)(1− t) + 1

∆(ν)
, T3(t, ν) = eν

2t (ν
2 + ν)t− 1

∆(ν)
,

where
∆(ν) = ν2(ν + 1)2eν

2

.

The set M contains only 0 and 1.
For constructing the solution of problem (4.4), Theorem 3.3 can be used, as the function f(t, x) = t+x2+

txe−x ∈ KC,M is the sum of two quasipolynomials f1(t, x) = Q1(t, x)e
β1t+α1x and f2(t, x) = Q2(t, x)e

β2t+α2x ,
where α1 = 0, β1 = 0 , Q1(t, x) = t+ x2 , n1 = 2, α2 = −1, β2 = 0 , Q2(t, x) = tx , n2 = 1.

Since numbers α1 = 0 and α2 = −1 are double zeros of ∆(ν) , then p1 = p2 = 2.

For problem (4.4), function (2.10) has the form

F̃ (t, x, λ, ν) =
eλt − (ν + λ)

[
T2(t, ν) + eλT3(t, ν)

]
(λ− ν2)2

eνx.

The solution U(t, x) of problem (4.4) can be found as the sum of the solution U1(t, x) of problem (4.4)
with f1(t, x) = t+ x2 and the solution U2(t, x) of problem (4.4) with f2(t, x) = txe−x.
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For finding the solution U1(t, x) , function (3.3) is constructed:

ρ1(t, x, λ, ν) = ∆̃(ν)Q1

( ∂

∂λ
,
∂

∂ν

){
F̃ (t, x, λ, ν)

}
= ∆̃(ν)

( ∂

∂λ
+

∂2

∂ν2

){
F̃ (t, x, λ, ν)

}
= ∆̃(ν)

{
F̃ ′
λ(t, x, λ, ν) + F̃ ′ ′

νν(t, x, λ, ν)
}
,

where ∆̃(ν) = ∆3(ν) .
Then

ρ1(t, x, 0, ν) = ∆̃(ν)
{
F̃ ′
λ(t, x, λ, ν) + F̃ ′ ′

νν(t, x, λ, ν)
}∣∣∣

λ=0
.

Since F̃ (t, x, λ, ν) is an entire function in parameter λ , then we get

F̃ (t, x, 0, ν) =
1− ν

[
T2(t, ν) + T3(t, ν)

]
ν4

eνx,

F̃ ′
ν (t, x, λ, ν)

∣∣∣
λ=0

=
∂

∂ν
F̃ (t, x, 0, ν), F̃ ′ ′

νν(t, x, λ, ν)
∣∣∣
λ=0

=
∂2

∂ν2
F̃ (t, x, 0, ν).

The solution U1(t, x) can be found by formula (3.2), where q1 ≡ (n1 + 1)p1 = 6 :

U1(t, x) =

( ∂

∂ν

)6

ρ1(t, x, 0, ν)
∣∣∣
ν=0

∆̃(6)(0)
.

Let us calculate the derivative ∆̃(6)(0) by formula (3.4): ∆̃(6)(0) =
6 !

(3 !)3
[
∆′′(0)

]3
= 720.

We get

( ∂

∂ν

)6

ρ1(t, x, 0, ν)

= 60
(
10t3 + 6t2(x− 2)2 − 2t(2x3 − 9x2 + 27x+ 437) + x4 − 6x3 + 27x2 + 874x+ 3416

)
.

Hence,

U1(t, x) =
1

12

(
10t3 + 6t2(x− 2)2 − 2t(2x3 − 9x2 + 27x+ 437) + x4 − 6x3 + 27x2 + 874x+ 3416

)
. (4.5)

For finding U2(t, x) , function (3.3) is constructed:

ρ2(t, x, λ, ν) = ∆̃(ν)
∂2

∂λ∂ν

{
F̃ (t, x, λ, ν)

}
= ∆̃(ν) F̃ ′ ′

λν(t, x, λ, ν),

where ∆̃(ν) = ∆2(ν).

Then q2 ≡ (n2 + 1)p2 = 4 , and by formula (3.2), we have

U2(t, x) =

( ∂

∂ν

)4

ρ2(t, x, 0, ν)
∣∣∣
ν=−1

∆̃(4)(−1)
.
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Let us calculate

∆̃(4)(−1) =
4 !

(2 !)2
[
∆

′′
(−1)

]2
= 6 · (2e)2 = 24e2,

( ∂

∂ν

)4

ρ2(t, x, 0, ν)
∣∣∣
ν=−1

= 4e2−x
{
6t(4 + x) + 12(6 + x) + et

(
206− 6t2 + 4t3 − 24x+ 21x2 + x3

− 3t(−20 + 12x+ x2)
)
− et−1

(
368 + 12t2 + 8t3 + 84x+ 51x2 + 2x3 − 6t(14 + 17x+ x2)

)}
.

We have

U2(t, x) =
1

6
e−x

{
6t(4 + x) + 12(6 + x) + et

(
206− 6t2 + 4t3 − 24x+ 21x2 + x3

− 3t(−20 + 12x+ x2)
)
− et−1

(
368 + 12t2 + 8t3 + 84x+ 51x2 + 2x3 − 6t(14 + 17x+ x2)

)}
. (4.6)

Therefore, the sum of functions (4.5) and (4.6) is the solution of problem (4.4).
It should be emphasized that the found solution of problem (4.4) is not unique, since nontrivial solutions of

corresponding homogeneous problem exist [12] in the class KC,M , for example, U(t, x) = x− t, U(t, x) = et−x .
△

5. Conclusions
Theorems 3.1 and 3.3 concerning the existence of a solution of nonhomogeneous PDE (2.1) of the second order
in time and generally infinite order in spatial variable with quasipolynomial right-hand side are proved. This
solution satisfies two-point conditions (2.2). The differential-symbol method of constructing the solution of
problem (2.1), (2.2) (formulas (3.2) and (3.7)) is proposed. Besides, we have presented the examples of applying
this method to solving some two-point problems, that is for differential-functional equation (infinite order in
spatial variable) (example 4.1) and for PDE of fourth order in variable x (example 4.2).
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