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#### Abstract

In this paper, we consider some third-order operators with transmission conditions. In particular, it is shown that such operators are formally symmetric in the corresponding Hilbert spaces and we introduce the resolvent operators associated with the differential operators. After showing that the eigenvalues of the problems are real and discrete we introduce some ordinary and Frechet derivatives of the eigenvalues with respect to some elements of data.
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## 1. Introduction

Recently, in [8], the nature of the formally symmetric separated, real-coupled, and complex-coupled boundary conditions for the formally symmetric regular third-order differential equation was introduced and some spectral properties were shared. Readers may find the historical background on odd-order formally symmetric boundary value problems in [8].

Although the results filled some gaps on third-order boundary value problems, there is still a huge amount of work that needs to be done on such problems. This includes the imposing separated, real-coupled, complexcoupled transmission conditions to the solutions of these third-order equations and investigating the spectral properties of such problems. For second-order equations with transmission conditions we refer to [1, 2, 5-7].

In this paper, we consider the following third-order equation:

$$
\begin{equation*}
\ell(y)=\lambda y, x \in[a, c) \cup(c, b] \tag{1.1}
\end{equation*}
$$

where

$$
\ell(y)=\frac{1}{w}\left\{-i\left(q_{0}\left(q_{0} y^{\prime}\right)^{\prime}\right)^{\prime}-\left(p_{0} y^{\prime}\right)^{\prime}+i\left[q_{1} y^{\prime}+\left(q_{1} y\right)^{\prime}\right]+p_{1} y\right\}
$$

and $q_{0}, q_{1}, p_{0}, p_{1}$, and $w$ are real-valued and continuous functions on each interval $[a, c)$ and $(c, b]$ such that $w>0$ and $q_{0} \neq 0$ on $[a, c)$ and $(c, b]$.

Let $L_{w}^{2}([a, c) \cup(c, b])=L_{w_{1}}^{2}[a, c) \oplus L_{w_{2}}^{2}(c, b]$ be the Hilbert space with the inner product

$$
(y, z)=\int_{a}^{c} y_{1} \bar{z}_{1} w_{1} d x+\int_{c}^{b} y_{2} \bar{z}_{2} w_{2} d x
$$

where
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$$
y=\left\{\begin{array}{l}
y_{1}, x \in[a, c) \\
y_{2}, x \in(c, b]
\end{array}, z=\left\{\begin{array}{l}
z_{1}, x \in[a, c) \\
z_{2}, x \in(c, b]
\end{array} \in L_{w}^{2}, \quad w=\left\{\begin{array}{l}
w_{1}, x \in[a, c) \\
w_{2}, x \in(c, b]
\end{array} .\right.\right.\right.
$$

Consider the subspace $D$ of $L_{w}^{2}$ consisting of all functions $y \in L_{w}^{2}$ such that $y^{\prime},\left(q_{0} y^{\prime}\right)^{\prime}$ exist and $\ell(y) \in L_{w}^{2}$. We set the maximal operator $L$ with the rule

$$
L y=\ell(y), y \in D, x \in[a, c) \cup(c, b] .
$$

For $y, z \in D$ one gets the Lagrange identity as

$$
\begin{equation*}
(L y, z)-(y, L z)=\left.[y, \bar{z}]\right|_{a} ^{c-}+\left.[y, \bar{z}]\right|_{c+} ^{b}, \tag{1.2}
\end{equation*}
$$

where $\left.[y, \bar{z}]\right|_{t_{1}} ^{t_{2}}=[y, \bar{z}]\left(t_{2}\right)-[y, \bar{z}]\left(t_{1}\right)$,

$$
\begin{equation*}
[y, z]:=y z^{[2]}-y^{[2]} z+i y^{[1]} z^{[1]}, \tag{1.3}
\end{equation*}
$$

and $y^{[r]}$ is the corresponding $r$ th quasi-derivative of $y$ with the rule

$$
y^{[0]}=y, y^{[1]}=-\frac{1+i}{\sqrt{2}} q_{0} y^{\prime}, y^{[2]}=i q_{0}\left(q_{0} y^{\prime}\right)^{\prime}+p_{0} y^{\prime}-i q_{1} y .
$$

(1.2) implies the existence of the value $[y, \bar{z}]$ at the points $a, c-, c+$, and $b$ for $y, z \in D$ that should be finite.

Eq. (1.3) can also be introduced as

$$
[y, z]=\left[\begin{array}{cc}
z & z^{[2]}
\end{array}\right] E\left[\begin{array}{l}
y  \tag{1.4}\\
y^{[2]}
\end{array}\right]+i y^{[1]} z^{[1]},
$$

where

$$
E=\left[\begin{array}{cc}
0 & -1  \tag{1.5}\\
1 & 0
\end{array}\right],
$$

and this representation will allow us to consider more general boundary and transmission conditions.
Eq. (1.1) can be handled as the following first-order system:

$$
\begin{equation*}
Y^{\prime}=[\lambda P+Q] Y, x \in[a, c) \cup(c, b], \tag{1.6}
\end{equation*}
$$

where $Y$ is a $3 \times 1$ vector; $P, Q$ are $3 \times 3$ matrices such that

$$
Y=\left[\begin{array}{l}
y^{[0]}  \tag{1.7}\\
y^{[1]} \\
y^{[2]}
\end{array}\right], \quad P=\left[\begin{array}{lll}
0 & -\frac{\sqrt{2}}{(1+i) q_{0}} & 0 \\
-w
\end{array}\right], \quad Q=\left[\begin{array}{ll}
0 & -\frac{\sqrt{2}}{\sqrt{2}} \\
-\frac{1+i}{\sqrt{2}} \frac{q_{1}}{q_{0}} & i \frac{p_{0}}{q^{2}} \\
p_{1} & -\frac{1+i}{\sqrt{2}} \frac{q_{1}}{q_{0}}
\end{array} 0,\right.
$$

and all the other entries of $P$ are zero. The assumptions on the functions $q_{0}, q_{1}, p_{0}, p_{1}, w,(1.6)$, and (1.7) imply the following.

Theorem 1.1. Eq. (1.1) has a unique solution $y$ satisfying the conditions

$$
y^{[r]}(l, \lambda)=l_{r},
$$

where $l \in[a, b], r=0,1,2$, and $l_{r}$ is a complex number. Moreover $y^{[r]}(., \lambda)$ is an entire function in $\lambda$.
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## 2. Boundary and transmission conditions

In this section we introduce separated, real-coupled, and complex-coupled boundary and transmission conditions. However, for each problem we need to construct a suitable inner product and corresponding operator associated with the related problem. We shall investigate each problem in the following subsections.

### 2.1. Separated boundary and transmission conditions

For $y \in D$ the separated boundary conditions may be introduced as

$$
\begin{align*}
& \cos \alpha y(a)-\sin \alpha y^{[2]}(a)=0 \\
& (i+\tan \beta) y^{[1]}(a)=\sqrt{\rho_{1} \rho_{2}}(1+i \tan \beta) y^{[1]}(b)  \tag{2.1}\\
& \cos \gamma y(b)-\sin \gamma y^{[2]}(b)=0
\end{align*}
$$

and the separated transmission conditions may be introduced as

$$
\begin{align*}
& y(c-)=\rho_{1} y(c+), \\
& y^{[1]}(c-)=\sqrt{\rho_{1} \rho_{2}} y^{[1]}(c+),  \tag{2.2}\\
& y^{[2]}(c-)=\rho_{2} y^{[2]}(c+),
\end{align*}
$$

where $\alpha, \beta, \gamma, \rho_{1}, \rho_{2}$ are real numbers such that $\rho_{1} \rho_{2}>0$.
Note that for $\rho_{1}=\rho_{2}=1$, this problem turns out to be a continuous problem and it was studied in [8].
Let $H=L_{w_{1}}^{2}[a, c) \oplus L_{w_{2}}^{2}(c, b]$ be the Hilbert space with the inner product

$$
\langle y, z\rangle=\int_{a}^{c} y_{1} \bar{z}_{1} w_{1} d x+\rho_{1} \rho_{2} \int_{c}^{b} y_{2} \bar{z}_{2} w_{2} d x
$$

where

$$
y=\left\{\begin{array}{l}
y_{1}, x \in[a, c) \\
y_{2}, x \in(c, b]
\end{array}, z=\left\{\begin{array}{l}
z_{1}, x \in[a, c) \\
z_{2}, x \in(c, b]
\end{array} \in H, \quad w=\left\{\begin{array}{l}
w_{1}, x \in[a, c) \\
w_{2}, x \in(c, b]
\end{array} .\right.\right.\right.
$$

Consider the subspace $D_{s}$ of $H$ consisting of the functions $y \in H$ such that $y^{[r]}$ exists for $0 \leq r \leq 2, y$ satisfying (2.1), (2.2), and $\ell(y) \in H$. Let $L_{s}$ be the operator on $D_{s}$ with the rule

$$
L_{s} y=\ell(y), y \in D_{s}
$$

Then we have the following theorem.
Theorem 2.1.1. The eigenvalues of $L_{s}$ are real.
Proof For $y, z \in D_{s}$ one obtains

$$
\begin{equation*}
\left\langle L_{s} y, z\right\rangle-\left\langle y, L_{s} z\right\rangle=\left.[y, \bar{z}]\right|_{a} ^{c-}+\left.\rho_{1} \rho_{2}[y, \bar{z}]\right|_{c+} ^{b} . \tag{2.3}
\end{equation*}
$$

From (2.2) one gets

$$
\begin{equation*}
[y, \bar{z}](c-)=\rho_{1} \rho_{2}[y, \bar{z}](c+) \tag{2.4}
\end{equation*}
$$

Moreover, the second condition in (2.1) gives

$$
\begin{equation*}
[y, \bar{z}](b)=\frac{1}{\rho_{1} \rho_{2}}[y, \bar{z}](a) \tag{2.5}
\end{equation*}
$$

Therefore (2.1)-(2.5) show that

$$
\left\langle L_{s} y, z\right\rangle-\left\langle y, L_{s} z\right\rangle=0
$$

and this completes the proof.

### 2.2. Real-coupled boundary and transmission conditions

For $y \in D$ the real-coupled boundary conditions are given as

$$
\left[\begin{array}{l}
y(b)  \tag{2.6}\\
y^{[2]}(b)
\end{array}\right]=\frac{1}{\sqrt{\operatorname{det} M} K\left[\begin{array}{l}
y(a) \\
y^{[2]}(a)
\end{array}\right], \quad y^{[1]}(b)=\frac{1}{\sqrt{\operatorname{det} M}} \frac{i+m}{1+i m} y^{[1]}(a), ~}
$$

and real-coupled transmission conditions are introduced as

$$
\left[\begin{array}{l}
y(c-)  \tag{2.7}\\
y^{[2]}(c-)
\end{array}\right]=M\left[\begin{array}{l}
y(c+) \\
y^{[2]}(c+)
\end{array}\right], \quad y^{[1]}(c-)=\sqrt{\operatorname{det} M} y^{[1]}(c+)
$$

where $K \in S L_{2}(\mathbb{R})$, i.e.

$$
K=\left[\begin{array}{ll}
k_{11} & k_{12}  \tag{2.8}\\
k_{21} & k_{22}
\end{array}\right], k_{i j} \in \mathbb{R}, \quad \operatorname{det} K=1
$$

and

$$
M=\left[\begin{array}{ll}
m_{11} & m_{12}  \tag{2.9}\\
m_{21} & m_{22}
\end{array}\right], m_{i j} \in \mathbb{R}, \quad \operatorname{det} M>0
$$

such that

$$
\begin{equation*}
K^{*} E K=E \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
M^{*} E M=(\operatorname{det} M) E \tag{2.11}
\end{equation*}
$$

Note that for $m_{11}=m_{22}=1$ and $m_{12}=m_{21}=0$ conditions (2.6) and (2.7) were investigated in [8]. Let $H=L_{w_{1}}^{2}[a, c) \oplus L_{w_{2}}^{2}(c, b]$ be the Hilbert space with the inner product

$$
\langle y, z\rangle=\int_{a}^{c} y_{1} \bar{z}_{1} w_{1} d x+\operatorname{det} M \int_{c}^{b} y_{2} \bar{z}_{2} w_{2} d x
$$

where

$$
y=\left\{\begin{array}{l}
y_{1}, x \in[a, c) \\
y_{2}, x \in(c, b]
\end{array}, z=\left\{\begin{array}{l}
z_{1}, x \in[a, c) \\
z_{2}, x \in(c, b]
\end{array} \in H, \quad w=\left\{\begin{array}{l}
w_{1}, x \in[a, c) \\
w_{2}, x \in(c, b]
\end{array}\right.\right.\right.
$$
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Let $D_{r c}$ be the subspace of $H$ consisting of the functions $y \in H$ such that $y^{[r]}$ exists for $0 \leq r \leq 2, y$ satisfying (2.6), (2.7), and $\ell(y) \in H$. We construct the operator $L_{r c}$ on $D_{r c}$ with the rule

$$
L_{r c} y=\ell(y), y \in D_{r c}
$$

Then we have the following Theorem.
Theorem 2.2.1. The eigenvalues of $L_{r c}$ are real.
Proof For $y, z \in D_{r c}$ we have

$$
\begin{align*}
& \left\langle L_{r c} y, z\right\rangle-\left\langle y, L_{r c} z\right\rangle \\
& =\left.[y, \bar{z}]\right|_{a} ^{c-}+\left.\operatorname{det} M[y, \bar{z}]\right|_{c+} ^{b}=\left[\begin{array}{ll}
\bar{z}(c-) & \overline{z^{[2]}}(c-)
\end{array}\right] E\left[\begin{array}{l}
y(c-) \\
y^{[2]}(c-)
\end{array}\right] \\
& +i y^{[1]}(c-) \overline{z^{[1]}}(c-)-\left[\begin{array}{ll}
\bar{z}(a) & \overline{z^{[2]}}(a)
\end{array}\right] E\left[\begin{array}{l}
y(a) \\
y^{[2]}(a)
\end{array}\right]-i y^{[1]}(a) \overline{z^{[1]}}(a)  \tag{2.12}\\
& +\operatorname{det} M\left(\left[\begin{array}{ll}
\bar{z}(b) & \overline{z^{[2]}}(b)
\end{array}\right] E\left[\begin{array}{l}
y(b) \\
y^{[2]}(b)
\end{array}\right]+i y^{[1]}(b) \overline{z^{[1]}}(b)\right. \\
& \left.-\left[\begin{array}{ll}
\bar{z}(c+) & \overline{z^{[2]}}(c+)
\end{array}\right] E\left[\begin{array}{l}
y(c+) \\
y y^{[2]}(c+)
\end{array}\right]-i y^{[1]}(c+) \overline{z^{[1]}}(c+)\right) .
\end{align*}
$$

The conditions (2.6) and (2.10) give

$$
\begin{align*}
& {\left[\begin{array}{ll}
\bar{z}(b) & \overline{z^{[2]}}(b)
\end{array}\right] E\left[\begin{array}{l}
y(b) \\
y
\end{array}\right]=\frac{1}{\operatorname{det} M}[b)\left[\begin{array}{ll}
\bar{z}(a) & \overline{z^{[2]}}(a)
\end{array}\right] E\left[\begin{array}{l}
y(a) \\
y^{[2]}(a)
\end{array}\right]}  \tag{2.13}\\
& y^{[1]}(b) \overline{z^{[1]}}(b)=\frac{1}{\operatorname{det} M} y^{[1]}(a) z^{[1]}(a)
\end{align*}
$$

Moreover, (2.7) and (2.11) imply

$$
\begin{align*}
& {\left[\begin{array}{ll}
\bar{z}(c-) & \overline{z^{[2]}}(c-)
\end{array}\right] E\left[\begin{array}{l}
y(c-) \\
y^{[2]}(c-)
\end{array}\right]=\operatorname{det} M\left[\begin{array}{ll}
\bar{z}(c+) & \overline{z^{[2]}}(c+)
\end{array}\right] E\left[\begin{array}{l}
y(c+) \\
y^{[2]}(c+)
\end{array}\right]}  \tag{2.14}\\
& y^{[1]}(c-) \overline{z^{[1]}}(c-)=\operatorname{det} M y^{[1]}(c+) \overline{z^{[1]}}(c+)
\end{align*}
$$

Therefore, (2.12)-(2.14) show that

$$
\left\langle L_{r c} y, z\right\rangle-\left\langle y, L_{r c} z\right\rangle=0
$$

and this completes the proof.

### 2.3. Complex-coupled boundary and transmission conditions

For $y \in D$ complex-coupled boundary conditions may be given as

$$
\left[\begin{array}{l}
y(b)  \tag{2.15}\\
y^{[2]}(b)
\end{array}\right]=\frac{1}{\sqrt{\operatorname{det} M}} e^{i \theta_{1}} K\left[\begin{array}{l}
y(a) \\
y^{[2]}(a)
\end{array}\right], \quad y^{[1]}(b)=\frac{1}{\sqrt{\operatorname{det} M}} e^{i \theta_{2}} \frac{i+m}{1+i m} y^{[1]}(a)
$$

and complex-coupled transmission conditions may be introduced as

$$
\left[\begin{array}{l}
y(c-)  \tag{2.16}\\
y^{[2]}(c-)
\end{array}\right]=e^{i \eta_{1}} M\left[\begin{array}{l}
y(c+) \\
y^{[2]}(c+)
\end{array}\right], \quad y^{[1]}(c-)=\sqrt{\operatorname{det} M} e^{i \eta_{2}} y^{[1]}(c+)
$$

where $\theta_{1}, \theta_{2}, \eta_{1}, \eta_{2}$ are real numbers and matrices $K$ and $M$ are the matrices given by (2.8) and (2.9).

Note that for $\eta_{1}=\eta_{2}=0, m_{11}=m_{22}=1$, and $m_{12}=m_{21}=0$ conditions (2.15) and (2.16) were studied in [8].

Let $H=L_{w_{1}}^{2}[a, c) \oplus L_{w_{2}}^{2}(c, b]$ be the Hilbert space with the inner product

$$
\langle y, z\rangle=\int_{a}^{c} y_{1} \bar{z}_{1} w_{1} d x+\operatorname{det} M \int_{c}^{b} y_{2} \bar{z}_{2} w_{2} d x
$$

where

$$
y=\left\{\begin{array}{l}
y_{1}, x \in[a, c) \\
y_{2}, x \in(c, b]
\end{array}, z=\left\{\begin{array}{l}
z_{1}, x \in[a, c) \\
z_{2}, x \in(c, b]
\end{array} \in H, \quad w=\left\{\begin{array}{l}
w_{1}, x \in[a, c) \\
w_{2}, x \in(c, b]
\end{array}\right.\right.\right.
$$

Let $D_{c}$ be the subspace of $H$ that consists of the functions $y \in H$ such that $y^{[r]}$ exists for $0 \leq r \leq 2$ and $y$ satisfies $(2.15),(2.16)$, and $\ell(y) \in H$. We construct the operator $L_{c}$ on $D_{c}$ with the rule

$$
L_{c} y=\ell(y), y \in D_{c}
$$

Then we have the following theorem.

Theorem 2.3.1. The eigenvalues of $L_{c}$ are real.
Proof For $y, z \in D_{c}$ we have

$$
\begin{align*}
& \left\langle L_{c} y, z\right\rangle-\left\langle y, L_{c} z\right\rangle \\
& =\left.[y, \bar{z}]\right|_{a} ^{c-}+\left.\operatorname{det} M[y, \bar{z}]\right|_{c+} ^{b}=\left[\begin{array}{ll}
\bar{z}(c-) & \overline{z^{[2]}}(c-)
\end{array}\right] E\left[\begin{array}{l}
y(c-) \\
y^{[2]}(c-)
\end{array}\right] \\
& +i y^{[1]}(c-) \overline{z^{[1]}}(c-)-\left[\begin{array}{ll}
\bar{z}(a) & \overline{z^{[2]}}(a)
\end{array}\right] E\left[\begin{array}{l}
y(a) \\
y^{[2]}(a)
\end{array}\right]-i y^{[1]}(a) \overline{z^{[1]}}(a)  \tag{2.17}\\
& +\operatorname{det} M\left(\left[\begin{array}{ll}
\bar{z}(b) & \overline{z^{[2]}}(b)
\end{array}\right] E\left[\begin{array}{l}
y(b) \\
y^{[2]}(b)
\end{array}\right]+i y^{[1]}(b) \overline{z^{[1]}}(b)\right. \\
& \left.-\left[\begin{array}{ll}
\bar{z}(c+) & \overline{z^{[2]}}(c+)
\end{array}\right] E\left[\begin{array}{l}
y(c+) \\
y^{[2]}(c+)
\end{array}\right]-i y^{[1]}(c+) \overline{z^{[1]}}(c+)\right) .
\end{align*}
$$

(2.15) and (2.10) give

$$
\begin{align*}
& {\left[\begin{array}{ll}
\bar{z}(b) & \overline{z^{[2]}}(b)
\end{array}\right] E\left[\begin{array}{l}
y(b) \\
y^{[2]}(b)
\end{array}\right]=\frac{1}{\operatorname{det} M}\left[\begin{array}{ll}
\bar{z}(a) & \overline{z^{[2]}}(a)
\end{array}\right] E\left[\begin{array}{l}
y(a) \\
y^{[2]}(a)
\end{array}\right]}  \tag{2.18}\\
& y^{[1]}(b) \overline{z^{[1]}}(b)=\frac{1}{\operatorname{det} M} y^{[1]}(a) z^{[1]}(a)
\end{align*}
$$

and (2.16) and (2.11) give

$$
\begin{align*}
& {\left[\begin{array}{ll}
\bar{z}(c-) & \overline{z^{[2]}}(c-)
\end{array}\right] E\left[\begin{array}{l}
y(c-) \\
y^{[2]}(c-)
\end{array}\right]=\operatorname{det} M\left[\begin{array}{ll}
\bar{z}(c+) & \overline{z^{[2]}}(c+)
\end{array}\right] E\left[\begin{array}{l}
y(c+) \\
y^{[2]}(c+)
\end{array}\right]}  \tag{2.19}\\
& y^{[1]}(c-) \overline{z^{[1]}}(c-)=\operatorname{det} M y^{[1]}(c+) \overline{z^{[1]}}(c+)
\end{align*}
$$

Using (2.17)-(2.19) we get

$$
\left\langle L_{c} y, z\right\rangle-\left\langle y, L_{c} z\right\rangle=0
$$

and this completes the proof.

## 3. Entire function and resolvent operator

In this section we investigate some spectral properties of each operator $L_{s}, L_{r c}, L_{c}$ and therefore corresponding boundary value transmission problems. However, first of all, we shall introduce other representations of the problems.

Conditions (2.1) and (2.2) may also be introduced as

$$
\begin{aligned}
& Y(a)=\left[\begin{array}{l}
y(a) \\
y^{[1]}(a) \\
y^{[2]}(a)
\end{array}\right]=\left[\begin{array}{lll}
\sin \alpha & 0 & 0 \\
0 & \sqrt{\rho_{1} \rho_{2}} \frac{1+i \tan \beta}{i+\tan \beta} & 0 \\
0 & 0 & \cos \alpha
\end{array}\right]\left[\begin{array}{l}
v_{1} \\
v_{2} \\
v_{3}
\end{array}\right]=A . v, \\
& Y(b)=\left[\begin{array}{l}
y(b) \\
y^{[1]}(b) \\
y^{[2]}(b)
\end{array}\right]=\left[\begin{array}{lll}
\sin \gamma & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & \cos \gamma
\end{array}\right]\left[\begin{array}{l}
v_{1} \\
v_{2} \\
v_{3}
\end{array}\right]=B . v
\end{aligned}
$$

and

$$
Y(c-)=\left[\begin{array}{l}
y(c-) \\
y^{[1]}(c-) \\
y^{[2]}(c-)
\end{array}\right]=\left[\begin{array}{lll}
\rho_{1} & 0 & 0 \\
0 & \sqrt{\rho_{1} \rho_{2}} & 0 \\
0 & 0 & \rho_{2}
\end{array}\right]\left[\begin{array}{l}
y(c+) \\
y^{[1]}(c+) \\
y^{[2]}(c+)
\end{array}\right]=T Y(c+)
$$

where $v$ is a $3 \times 1$ vector. Similarly, conditions (2.15) and (2.16) may be handled as

$$
\begin{aligned}
& Y(a)=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
v_{1} \\
v_{2} \\
v_{3}
\end{array}\right]=A . v, \\
& Y(b)=\frac{1}{\sqrt{\operatorname{det} M}}\left[\begin{array}{lll}
e^{i \theta_{1}} k_{11} & 0 & e^{i \theta_{1}} k_{12} \\
0 & e^{i \theta_{1}} \frac{i+m}{1+i m} & 0 \\
e^{i \theta_{1}} k_{21} & 0 & e^{i \theta_{1}} k_{22}
\end{array}\right]\left[\begin{array}{l}
v_{1} \\
v_{2} \\
v_{3}
\end{array}\right]=B \cdot v
\end{aligned}
$$

and

$$
\begin{aligned}
Y(c-) & =\left[\begin{array}{l}
y(c-) \\
y[1] \\
y \\
y^{[2]}(c-)
\end{array}\right]=\left[\begin{array}{lll}
e^{i \eta_{1}} m_{11} & 0 & e^{i \eta_{1}} m_{12} \\
0 & \sqrt{\operatorname{det} M} e^{i \theta_{1}} & 0 \\
e^{i \eta_{1}} m_{21} & 0 & e^{i \eta_{1}} m_{22}
\end{array}\right]\left[\begin{array}{l}
y(c+) \\
y \\
y^{[1]}(c+) \\
y^{[2]}(c+)
\end{array}\right] \\
& =T Y(c+) .
\end{aligned}
$$

Note that for $\theta_{1}=\theta_{2}=\eta_{1}=\eta_{2}=0$ the conditions can be matched with (2.6) and (2.7).
Therefore, each problem may be handled as

$$
\begin{equation*}
Y^{\prime}=[\lambda P+Q] Y+F, x \in[a, c) \cup(c, b] \tag{3.1}
\end{equation*}
$$

with

$$
\begin{equation*}
Y(a)=A \cdot v, Y(b)=B \cdot v, Y(c-)=T Y(c+) \tag{3.2}
\end{equation*}
$$

where

$$
F=\left[\begin{array}{l}
0 \\
0 \\
w f
\end{array}\right]= \begin{cases}F_{1}, & x \in[a, c) \\
F_{2}, & x \in(c, b]\end{cases}
$$

and $\operatorname{det} T \neq 0$.

Theorem 3.1. The eigenvalues of the operators $L_{s}, L_{r c}, L_{c}$ are real and discrete and can be represented by

$$
\lambda_{0}, \lambda_{1}, \lambda_{2}, \ldots
$$

and the series

$$
\sum_{\lambda_{j} \neq 0}\left|\lambda_{j}\right|^{-1-\epsilon}
$$

is convergent for $\epsilon>0$. Moreover, each $\lambda_{j}$ may appear in the sequence at most 3 .
Proof In Section 2 it has been proved that all the eigenvalues are real. For the other assertions we shall construct the fundamental matrix solution $\mathcal{Y}_{1}(x, \lambda)$ of (1.6) on $[a, c)$ satisfying $\mathcal{Y}_{1}(a, \lambda)=I$ and $\mathcal{Y}_{2}(x, \lambda)$ of (1.6) on $(c, b]$ satisfying $\mathcal{Y}_{2}(c+, \lambda)=T^{-1} \mathcal{Y}_{1}(c-, \lambda)$, where $I$ is the $3 \times 3$ unit matrix and

$$
\mathcal{Y}(x, \lambda)= \begin{cases}\mathcal{Y}_{1}(x, \lambda), & x \in[a, c),  \tag{3.3}\\ \mathcal{Y}_{2}(x, \lambda), & x \in(c, b]\end{cases}
$$

For any other solution

$$
Y(x, \lambda)= \begin{cases}Y_{1}(x, \lambda), & x \in[a, c) \\ Y_{2}(x, \lambda), & x \in(c, b]\end{cases}
$$

of $(1.6)$ on $[a, c) \cup(c, b]$, we let

$$
\begin{aligned}
& Y_{1}(x, \lambda)=\mathcal{Y}_{1}(x, \lambda) Y_{1}(a, \lambda), x \in[a, c) \\
& Y_{2}(x, \lambda)=\mathcal{Y}_{2}(x, \lambda) \mathcal{Y}_{2}^{-1}(c+, \lambda) Y_{2}(c+, \lambda), x \in(c, b]
\end{aligned}
$$

Then

$$
Y_{2}(b, \lambda)=B \cdot v=\mathcal{Y}_{2}(b, \lambda) \mathcal{Y}_{2}^{-1}(c+, \lambda) Y_{2}(c+, \lambda)
$$

If $Y(x, \lambda)$ satisfies the transmission condition $Y_{1}(c-, \lambda)=T Y_{2}(c+, \lambda)$ then we may write

$$
Y_{2}(b, \lambda)=B \cdot v=\mathcal{Y}_{2}(b, \lambda) Y_{1}(a, \lambda)=\mathcal{Y}_{2}(b, \lambda) A . v
$$

Therefore, $Y$ satisfies the conditions (3.2) if

$$
\begin{equation*}
\left\{B-\mathcal{Y}_{2}(b, \lambda) A\right\} . v=0 \tag{3.4}
\end{equation*}
$$

and for $v \neq 0$

$$
\begin{equation*}
\Delta(\lambda):=\operatorname{det}\left\{B-\mathcal{Y}_{2}(b, \lambda) A\right\}=0 \tag{3.5}
\end{equation*}
$$

(3.5) shows that if $\lambda$ is an eigenvalue of problem (1.6) and (3.2) then (3.5) must hold. Conversely, if (3.5) holds then there will be a solution $v \neq 0$ of (3.4) and we can construct a solution of (1.6) satisfying (3.2).

From Theorem 1.1 we may infer that $\Delta$ is an entire function. Therefore, the roots of $\Delta$ or equivalently the eigenvalues of the problem must be discrete.

The assumptions on the entries of $P$ and $Q$ in (1.6) and Gronwall's inequality prove

$$
\mathcal{Y}(b, \lambda)=O(\exp (\text { const. }|\lambda|)
$$

which implies the convergence of the series for each $\epsilon>0$.

Finally, since the number of linearly independent solutions $v$ of (3.4) is at most 3 , the proof is completed.

Now we shall introduce a method to solve problem (3.1) and (3.2).
Let

$$
Y(x, \lambda)= \begin{cases}Y_{1}(x, \lambda), & x \in[a, c) \\ Y_{2}(x, \lambda), & x \in(c, b]\end{cases}
$$

be the solution of (3.1) satisfying (3.2). We construct the functions $Y_{1}(x, \lambda)=\mathcal{Y}_{1}(x, \lambda) \tau_{1}(x, \lambda), x \in[a, c)$, and $Y_{2}(x, \lambda)=\mathcal{Y}_{2}(x, \lambda) \tau_{2}(x, \lambda), x \in(c, b]$, where $\mathcal{Y}(x, \lambda)$ is defined by (3.3) and $\tau_{1}$ and $\tau_{2}$ are $3 \times 1$ vector functions. Then we get

$$
\begin{aligned}
& Y_{1}^{\prime}=[\lambda P+Q] \mathcal{Y}_{1}^{\prime} \tau_{1}+\mathcal{Y}_{1} \tau_{1}^{\prime}, \quad x \in[a, c), \\
& Y_{2}^{\prime}=[\lambda P+Q] \mathcal{Y}_{2}^{\prime} \tau_{2}+\mathcal{Y}_{2} \tau_{2}^{\prime}, \quad x \in(c, b]
\end{aligned}
$$

and therefore

$$
\begin{aligned}
& \tau_{1}^{\prime}=\mathcal{Y}_{1}^{-1} F_{1}, x \in[a, c), \\
& \tau_{2}^{\prime}=\mathcal{Y}_{2}^{-1} F_{2}, x \in(c, b]
\end{aligned}
$$

The conditions $Y_{1}(a)=\tau_{1}(a)=A . v$ and $Y_{2}(b)=\mathcal{Y}_{2}(b) \tau_{2}(b)=B . v$ imply

$$
\begin{aligned}
& \tau_{1}(x)=A \cdot v+\int_{a}^{x} \mathcal{Y}_{1}^{-1}(t) F_{1}(t) d t, x \in[a, c) \\
& \tau_{2}(x)=\mathcal{Y}_{2}^{-1}(b) B \cdot v-\int_{x}^{b} \mathcal{Y}_{2}^{-1}(t) F_{2}(t) d t, x \in(c, b]
\end{aligned}
$$

and therefore

$$
\begin{aligned}
& Y_{1}(x)=\mathcal{Y}_{1}(x) A \cdot v+\int_{a}^{x} \mathcal{Y}_{1}(x) \mathcal{Y}_{1}^{-1}(t) F_{1}(t) d t, x \in[a, c) \\
& Y_{2}(x)=\mathcal{Y}_{2}(x) \mathcal{Y}_{2}^{-1}(b) B \cdot v-\int_{x}^{b} \mathcal{Y}_{2}(x) \mathcal{Y}_{2}^{-1}(t) F_{2}(t) d t, x \in(c, b]
\end{aligned}
$$

Transmission condition $Y_{1}(c-)=T Y_{2}(c+)$ gives

$$
v=\left[B-\mathcal{Y}_{2}(b) A\right]^{-1} \mathcal{Y}_{2}(b) \int_{a}^{b} \mathcal{Y}^{-1}(t) F(t) d t
$$

provided that $\lambda$ is not an eigenvalue of the problem. Therefore,

$$
\begin{aligned}
Y_{1}(x) & =\mathcal{Y}_{1}(x) A\left[B-\mathcal{Y}_{2}(b) B\right]^{-1} \mathcal{Y}_{2}(b) \int_{a}^{b} \mathcal{Y}^{-1}(t) F(t) d t \\
& +\int_{a}^{x} \mathcal{Y}_{1}(x) \mathcal{Y}_{1}^{-1}(t) F_{1}(t) d t, x \in[a, c)
\end{aligned}
$$

and

$$
\begin{aligned}
Y_{2}(x) & =\mathcal{Y}_{2}(x) \mathcal{Y}_{2}^{-1}(b) B\left[B-\mathcal{Y}_{2}(b) A\right]^{-1} \mathcal{Y}_{2}(b) \int_{a}^{b} \mathcal{Y}^{-1}(t) F(t) d t \\
& -\int_{x}^{b} \mathcal{Y}_{2}(x) \mathcal{Y}_{2}^{-1}(t) F_{2}(t) d t, x \in(c, b]
\end{aligned}
$$

Consequently the solution $Y(x):=Y(x, \lambda)$ of (3.1) and (3.2) can be introduced as

$$
Y(x)=\left\{\begin{array}{l}
\mathcal{Y}_{1}(x) A\left[B-\mathcal{Y}_{2}(b) A\right]^{-1} \mathcal{Y}_{2}(b) \int_{x}^{c} \mathcal{Y}_{1}^{-1}(t) F_{1}(t) d t  \tag{3.6}\\
+\mathcal{Y}_{1}(x) \mathcal{Y}_{2}^{-1}(b) B\left[B-\mathcal{Y}_{2}(b) B\right]^{-1} \mathcal{Y}_{2}(b) \int_{a}^{x} \mathcal{Y}_{1}^{-1}(t) F_{1}(t) d t \\
+\mathcal{Y}_{1}(x) A\left[B-\mathcal{Y}_{2}(b) A\right]^{-1} \mathcal{Y}_{2}(b) \int_{c}^{b} \mathcal{Y}_{2}^{-1}(t) F_{2}(t) d t, x \in[a, c), \\
+\mathcal{Y}_{2}(x) \mathcal{Y}_{2}^{-1}(b) B\left[B-\mathcal{Y}_{2}(b) B\right]^{-1} \mathcal{Y}_{2}(b) \int_{a}^{c} \mathcal{Y}_{1}^{-1}(t) F_{1}(t) d t \\
+\mathcal{Y}_{2}(x) \mathcal{Y}_{2}^{-1}(b) B\left[B-\mathcal{Y}_{2}(b) B\right]^{-1} \mathcal{Y}_{2}(b) \int_{c}^{x} \mathcal{Y}_{2}^{-1}(t) F(t) d t \\
+\mathcal{Y}_{2}(x) A\left[B-\mathcal{Y}_{2}(b) B\right]^{-1} \mathcal{Y}_{2}(b) \int_{x}^{b} \mathcal{Y}_{2}^{-1}(t) F_{2}(t) d t, x \in(c, b]
\end{array}\right.
$$

Hence, we may introduce the following.

Theorem 3.2. The solution $Y(x, \lambda)$ of (3.1) and (3.2) can be represented by (3.6) provided that $\lambda$ is not an eigenvalue of the problem.

## 4. Banach space

In this section we investigate the dependence property of the eigenvalues and eigenfunctions of the problems on some elements of data.

We can consider conditions (3.2) because each boundary value transmission problem can be embedded into (3.1),(3.2). However, we should note that for the intervals $\left(a^{\prime}, c\right) \cup\left(c, b^{\prime}\right) \supset[a, c) \cup(c, b]$ we will consider the following:

$$
\widetilde{p}_{0}=\left\{\begin{array}{l}
p_{0} \text { on }[a, c) \cup(c, b] \\
0 \text { otherwise }
\end{array}, \widetilde{p}_{1}=\left\{\begin{array}{l}
p_{1} \text { on }[a, c) \cup(c, b] \\
0 \text { otherwise }
\end{array}, \widetilde{w}=\left\{\begin{array}{l}
w \text { on }[a, c) \cup(c, b] \\
0 \text { otherwise }
\end{array}\right.\right.\right.
$$

Let us consider the Banach space

$$
X=\mathbb{R} \times \mathbb{R} \times M_{3,3}(\mathbb{C}) \times M_{3,3}(\mathbb{C}) \times M_{3,3}(\mathbb{C}) \times L^{1}\left(a^{\prime}, b^{\prime}\right) \times L^{1}\left(a^{\prime}, b^{\prime}\right) \times L^{1}\left(a^{\prime}, b^{\prime}\right)
$$

with the norm

$$
\left\|\omega_{1}\right\|=|a|+|b|+\|A\|+\|B\|+\|T\|+\int_{a^{\prime}}^{b^{\prime}}\left(\left|\widetilde{p}_{0}\right|+\left|\widetilde{p}_{1}\right|+|\widetilde{w}|\right)
$$

where $M_{3,3}(\mathbb{C})$ denotes the set consisting of all $3 \times 3$ matrices with complex entries and

$$
\omega_{1}=\left(a, b, A, B, T, \widetilde{p}_{0}, \widetilde{p}_{1}, \widetilde{w}\right)
$$

Construct the subspace $\Lambda_{1}$ of $X$ consisting of all elements $\omega_{1}$. We identify the set $\Lambda$ consisting of all elements $\omega$ such that

$$
\omega=\left(a, b, A, B, T, p_{0}, p_{1}, w\right)
$$

with $\Lambda_{1}$ as a subset of $X$ to inherit the norm from $X$ and convergence in $\Lambda$ that is determined by this norm.
Lemma 4.1. Consider the solution $y$ of (1.1) and (3.2) satisfying

$$
y^{[r]}(l, \lambda)=l_{j}, l \in\left(a^{\prime}, b^{\prime}\right), 0 \leq r \leq 2
$$

Then the solution $y=y\left(., l, l_{0}, l_{1}, l_{2}, p_{0}, p_{1}, w\right)$ is continuous of all its variables.
Proof The proof follows from Eq. (1.6) and Theorem 2.7 in [4].
Theorem 4.2. Let $\lambda=\lambda(\omega)$ be an eigenvalue of (1.1) and (3.2). Then $\lambda$ is continuous at $\omega_{0} \in \Lambda$.
Proof For $\omega \in \Lambda$, consider the following:

$$
\Theta(\omega, \lambda):=\operatorname{det}\left\{B-\mathcal{Y}_{2}\left(a, b, m, p_{0}, p_{1}, w, \lambda\right) A\right\}
$$

If $\Theta(\omega, \lambda)=0$, then $\lambda(\omega)$ becomes an eigenvalue of (1.1) and (3.2). Let $\Theta\left(\omega_{0}, \psi\right)=0$. Then $\Theta\left(\omega_{0}, \lambda\right)$ is not constant in $\lambda$ because $\Theta$ is an entire function in $\lambda$. Therefore, for

$$
\lambda \in\{\lambda \in \mathbb{C}:|\lambda-\psi|=\sigma\}, \sigma>0
$$

$\Theta\left(\omega_{0}, \lambda\right) \neq 0$. Therefore, the result follows from the well-known theorem on continuity of roots of an equation as a function of parameters [3]:

Remark 4.3. According to Theorem 4.2 one may infer for any fixed eigenvalue $\mu$ with $\omega=\omega_{0}$ that there exists a continuous eigenvalue branch $\lambda(\omega)$ such that $\lambda\left(\omega_{0}\right)=\mu$. However, this result does not imply that the $n$th eigenvalue $\lambda_{n}(\omega)$ for fixed $n$ is always continuous in $\omega$. Therefore, we will consider that each eigenvalue $\lambda(\omega)$ of (1.1) and (3.2) for $\omega \in \Lambda$ is embedded in a continuous branch.

Lemma 4.4. Let $\lambda=\lambda(\omega)$ be an eigenvalue of (1.1), (3.2) and $\omega_{0} \in \Lambda$. Then:
(i) If $\lambda=\lambda\left(\omega_{0}\right)$ is simple for some $\omega_{0} \in \Lambda$ and $u\left(., \omega_{0}\right)$ is the normalized eigenfunction of $\lambda\left(\omega_{0}\right)$, then there exist normalized eigenfunctions $u(., \omega)$ of $\lambda(\omega)$ for $\omega \in \Lambda$ such that

$$
u^{[j]}(., \omega) \rightarrow u^{[j]}\left(., \omega_{0}\right) \text { as } \omega \rightarrow \omega_{0} \text { in } \Lambda, j=0,1,2
$$

both uniformly on any compact subintervals of $\left(a^{\prime}, b^{\prime}\right)$.
(ii) If $\lambda=\lambda\left(\omega_{0}\right)$ is double for some $\omega_{0} \in \Lambda$ and $u\left(., \omega_{0}\right)$ is the normalized eigenfunction of $\lambda\left(\omega_{0}\right)$, then there exist normalized eigenfunctions $u(., \omega)$ of $\lambda(\omega)$ for $\omega \in \Lambda$ such that

$$
u^{[j]}(., \omega) \rightarrow u^{[j]}\left(., \omega_{0}\right) \text { as } \omega \rightarrow \omega_{0} \text { in } \Lambda, j=0,1,2,
$$
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both uniformly on any compact subintervals of $\left(a^{\prime}, b^{\prime}\right)$. In this case, given two linearly independent normalized eigenfunctions $u_{j}$ of $\lambda\left(\omega_{0}\right)$ there exist a pair of linearly independent normalized eigenfunctions of $\lambda(\omega)$, one of which converges to $u_{1}$ and the other to $u_{2}$ as $\omega \rightarrow \omega_{0}$ in $\Lambda$.
(iii) If $\lambda=\lambda\left(\omega_{0}\right)$ is triple for some $\omega_{0} \in \Lambda$ and $u\left(., \omega_{0}\right)$ is the normalized eigenfunction of $\lambda\left(\omega_{0}\right)$, then there exist normalized eigenfunctions $u(., \omega)$ of $\lambda(\omega)$ for $\omega \in \Lambda$ such that

$$
u^{[j]}(., \omega) \rightarrow u^{[j]}\left(., \omega_{0}\right) \text { as } \omega \rightarrow \omega_{0} \text { in } \Lambda, j=0,1,2
$$

both uniformly on any compact subintervals of ( $a^{\prime}, b^{\prime}$ ). In this case, given three linearly independent normalized eigenfunctions $u_{j}$ of $\lambda\left(\omega_{0}\right)$ there exist a triple of linearly independent normalized eigenfunctions of $\lambda(\omega)$, one of which converges to $u_{1}$, the other to $u_{2}$, and the last to $u_{3}$ as $\omega \rightarrow \omega_{0}$ in $\Lambda$.

Proof The proof can be given similarly as in [4], pp. 11-12, with the aid of Lemma 4.1 and Theorem 4.2.

## 5. Derivatives of eigenvalues

In this section we introduce the derivatives of eigenvalues with respect to some elements of data.
We shall recall that a map $A$ from a Banach space $K$ into another Banach space $\widetilde{K}$ is differentiable at $x \in K$ if there exists a bounded linear operator $d A_{x}: K \rightarrow \widetilde{K}$ such that for $h \in K$

$$
\left\|A(x+h)-A(x)-d A_{x}(h)\right\|=o(h) \text { as } h \rightarrow 0
$$

Then we may introduce the following theorem.

Theorem 5.1. Let $\lambda=\lambda(\omega)$ be a simple, double, or triple eigenvalue in some neighborhood of $\omega$ in $\Lambda$ and let $u=u(., \omega)$ be a normalized eigenfunction of $\lambda(\omega)$.
(i) For $\lambda=\lambda(\alpha)$ and $u=u(., \alpha)$ we have

$$
\lambda^{\prime}(\alpha)=-|u(a)|-\left|u^{[2]}(a)\right|
$$

(ii) For $\lambda=\lambda(\beta)$ and $u=u(., \beta)$ we have

$$
\lambda^{\prime}(\beta)=2\left|u^{[1]}(a)\right|=2\left|u^{[1]}(b)\right|
$$

(iii) For $\lambda=\lambda(\gamma)$ and $u=u(., \gamma)$ we have

$$
\lambda^{\prime}(\gamma)=\rho_{1} \rho_{2}\left(\left|u^{[2]}(b)\right|+|u(b)|^{2}\right)
$$

(iv) For $\lambda=\lambda\left(\theta_{1}\right)$ and $u=u\left(., \theta_{1}\right)$ we have

$$
\lambda^{\prime}\left(\theta_{1}\right)=-2 \operatorname{Im}\left(u(a) \overline{u^{[2]}(a)}\right)
$$

(v) For $\lambda=\lambda\left(\theta_{2}\right)$ and $u=u\left(., \theta_{2}\right)$ we have

$$
\lambda^{\prime}\left(\theta_{2}\right)=-\left|u^{[1]}(a)\right|^{2}=-\left|u^{[1]}(b)\right|^{2}
$$

(vi) For $\lambda=\lambda\left(\eta_{1}\right)$ and $u=u\left(., \eta_{1}\right)$ we have

$$
\lambda^{\prime}\left(\eta_{1}\right)=-2 \operatorname{det} M \operatorname{Im}\left(u(c+) \overline{u^{[2]}(c+)}\right)
$$

(vii) For $\lambda=\lambda\left(\eta_{2}\right)$ and $u=u\left(., \eta_{2}\right)$ we have

$$
\lambda^{\prime}\left(\eta_{1}\right)=-\operatorname{det} M\left|u^{[1]}(c+)\right|^{2}
$$

(viii) For $\lambda=\lambda(K)$ and $u=u(., K)$ we have

$$
d \lambda_{K}(H)=-\left[\begin{array}{ll}
\overline{u(a)} & \overline{u^{[2]}(a)}
\end{array}\right] H^{*} E K\left[\begin{array}{l}
u(a) \\
u^{[2]}(a)
\end{array}\right]
$$

where $H \in M_{2,2}(\mathbb{R})$ such that $K+H \in S L_{2}(\mathbb{R})$.
(ix) For $\lambda=\lambda(M)$ and $u=u(., M)$ we have

$$
d \lambda_{M}(H)=-\left[\begin{array}{ll}
\overline{u(c+)} & \overline{u^{[2]}(c+)}
\end{array}\right] H^{*} E M\left[\begin{array}{l}
u(c+) \\
u^{[2]}(c+)
\end{array}\right]
$$

where $M \in M_{2,2}(\mathbb{R})$ and $\operatorname{det}(M+H)=\operatorname{det} M$.
( $x$ ) For $\lambda=\lambda\left(p_{0}\right)$ and $u=u\left(., p_{0}\right)$ we have

$$
d \lambda_{p_{0}}(h)=-\int_{a}^{c}\left|u^{\prime}\right|^{2} h-\operatorname{det} M \int_{a}^{c}\left|u^{\prime}\right|^{2} h, h \in L^{1}(a, b) .
$$

(xi) For $\lambda=\lambda\left(p_{1}\right)$ and $u=u\left(., p_{1}\right)$ we have

$$
d \lambda_{p_{1}}(h)=\int_{a}^{c}\left|u^{\prime}\right|^{2} h+\operatorname{det} M \int_{a}^{c}\left|u^{\prime}\right|^{2} h, h \in L^{1}(a, b)
$$

(xii) For $\lambda=\lambda(w)$ and $u=u(., w)$ we have

$$
d \lambda_{w}(h)=\lambda\left(\int_{a}^{c}|u|^{2} h+\operatorname{det} M \int_{a}^{c}|u|^{2} h\right), h \in L^{1}(a, b) .
$$

Proof We should stress that we want to mean by $\lambda(\omega)$ a continuous eigenvalue branch. Moreover, a normalized eigenfunction $u(., \omega)$ should be understood as a uniformly convergent normalized eigenfunction branch.

For the proofs of $(i)-(v),(v i i i)$, and $(x)-(x i i)$ we refer to [8]. However, the other assertions need to be explained in detail.
(vi) Consider that $\lambda=\lambda\left(\eta_{1}\right)$ and $u=u\left(., \eta_{1}\right)$, and fix all the other elements of the data. Setting
$v=u\left(., \eta_{1}+h\right), h>0$, we get

$$
\begin{align*}
& \langle\ell(u), v\rangle-\langle u, \ell(v)\rangle=\left(\lambda\left(\eta_{1}\right)-\lambda\left(\eta_{1}+h\right)\right)\langle u, v\rangle=\left.[u, \bar{v}]\right|_{a} ^{c-}+\left.\operatorname{det} M[u, \bar{v}]\right|_{c+} ^{b} \\
& =\left[\begin{array}{ll}
\bar{v}(c-) & \overline{v^{[2]}}(c-)
\end{array}\right] E\left[\begin{array}{l}
u(c-) \\
u^{[2]}(c-)
\end{array}\right]-\operatorname{det} M\left[\begin{array}{ll}
\bar{v}(c+) & \overline{v^{[2]}}(c+)
\end{array}\right] E\left[\begin{array}{l}
u(c+) \\
u^{[2]}(c+)
\end{array}\right] \\
& =\left[\begin{array}{ll}
\bar{v}(c+) & \overline{v^{[2]}}(c+)
\end{array}\right] e^{-i\left(\eta_{1}+h\right)} M^{*} E M e^{i \eta_{1}}\left[\begin{array}{l}
u(c+) \\
u^{[2]}(c+)
\end{array}\right]  \tag{5.1}\\
& -\operatorname{det} M\left[\begin{array}{ll}
\bar{v}(c+) & \overline{v^{[2]}}(c+)
\end{array}\right] E\left[\begin{array}{l}
u(c+) \\
u^{[2]}(c+)
\end{array}\right] \\
& =\left(e^{-i h}-1\right) \operatorname{det} M\left[\begin{array}{ll}
\bar{v}(c+) & \overline{v^{[2]}}(c+)
\end{array}\right] E\left[\begin{array}{l}
u(c+) \\
u^{[2]}(c+)
\end{array}\right] \text {. }
\end{align*}
$$

Dividing by $h$ of the second and the last expressions of (5.1) and passing to the limit as $h \rightarrow 0$, we obtain the result.
(vii) Consider that $\lambda=\lambda\left(\eta_{2}\right)$ and $u=u\left(., \eta_{2}\right)$, and fix all the other elements of the data. Setting $v=u\left(., \eta_{2}+h\right), h>0$, we obtain

$$
\begin{align*}
& \langle\ell(u), v\rangle-\langle u, \ell(v)\rangle=\left(\lambda\left(\eta_{2}\right)-\lambda\left(\eta_{2}+h\right)\right)\langle u, v\rangle=\left.[u, \bar{v}]\right|_{a} ^{c-}+\left.\operatorname{det} M[u, \bar{v}]\right|_{c+} ^{b} \\
& =i u^{[1]}(c-) \overline{v^{[1]}}(c-)-i \operatorname{det} M u^{[1]}(c+) \overline{v^{[1]}}(c+) \\
& =i \operatorname{det} M\left(e^{i \eta_{2}} e^{-i\left(\eta_{2}+h\right)}-1\right) \underline{u^{[1]}}(c+) \overline{v^{[1]}}(c+)  \tag{5.2}\\
& =i \operatorname{det} M\left(e^{-i h}-1\right) u^{[1]}(c+) \overline{v^{[1]}}(c+) .
\end{align*}
$$

Now a similar discussion that has been shared for (vii) implies for (5.2) the result.
(ix) Consider that $\lambda=\lambda(M)$ and $u=u(., M)$, and fix all the other elements of the data. Setting $v=u(., M+H)$ we obtain

$$
\left.\left.\begin{array}{l}
\langle\ell(u), v\rangle-\langle u, \ell(v)\rangle=(\lambda(M)-\lambda(M+H))\langle u, v\rangle=\left.[u, \bar{v}]\right|_{a} ^{c-}+\left.\operatorname{det} M[u, \bar{v}]\right|_{c+} ^{b} \\
=\left[\begin{array}{ll}
\bar{v}(c-) & \overline{v^{[2]}}(c-)
\end{array}\right] E\left[\begin{array}{l}
u(c-) \\
u^{[2]}(c-)
\end{array}\right]-\operatorname{det} M[\bar{v}(c+) \\
\overline{v^{[2]}}(c+)
\end{array}\right] E\left[\begin{array}{l}
u(c+) \\
u^{[2]}(c+)
\end{array}\right]\right) \text { ( } c+\begin{aligned}
& u(c+) \\
& =\left[\begin{array}{ll}
\bar{v}(c+) & \overline{v^{[2]}}(c+)
\end{array}\right](M+H)^{*} E M\left[\begin{array}{l}
u^{[2]}(c+)
\end{array}\right] \\
& -\operatorname{det} M[\bar{v}(c+) \\
& \left.\overline{v^{[2]}}(c+)\right] E\left[\begin{array}{l}
u(c+) \\
u^{[2]}(c+)
\end{array}\right] \\
& =-\left[\begin{array}{ll}
\bar{u}(c+) & \overline{u^{[2]}}(c+)
\end{array}\right] H^{*} E M\left[\begin{array}{l}
u(c+) \\
u^{[2]}(c+)
\end{array}\right]
\end{aligned}
$$

where $M \in M_{2,2}(\mathbb{R})$ and $\operatorname{det}(M+H)=\operatorname{det} M$. The result follows from the last equation.
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