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#### Abstract

We consider an urn with $R$ elements of one type and $B$ elements of other type. We calculate the probability distribution $P_{n_{R}, n_{B}}^{R, B}(s)$ wherein the random variable $s$ is the number of draws from the urn until we reach $n_{R}$ elements of type $R$ or $n_{B}$ elements of type $B$. We calculate the mean value $\langle s\rangle$ and the standard deviation $\sigma$ of $P_{n_{R}, n_{B}}^{R, B}(s)$ in terms of hypergeometric functions. For $n_{R}=n_{B}$ and $B=R$, we reduce $\langle s\rangle$ and $\sigma$ in terms of elementary functions. Also, the normalization condition leads to a new hypergeometric summation formula involving ${ }_{3} F_{2}$ terminating series with unity argument. For $n_{R}=n_{B}$, we provide an alternative proof of this summation formula using $q$-hypergeometric functions. As a consistency test, computer simulations have been performed to confirm the analytical results obtained.
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## 1. Introduction

In probability theory, the hypergeometric distribution describes the probability to obtain $n$ successes in $q$ draws without replacement from a finite population of size $B+R$, where, say, $B$ is the number of failures in the population and $R$ the number of successes. If $X$ is a random variable following the hypergeometric distribution, then the probability mass function is given by [1, Sect. 2.6]

$$
\begin{equation*}
P_{q}(X=n)=\frac{\binom{R}{n}\binom{B}{q-n}}{\binom{B+R}{q}} \tag{1.1}
\end{equation*}
$$

However, we can define other type of hypergeometric probability distribution $P_{n_{R}, n_{B}}^{R, B}(s)$ wherein the random variable is the number of draws $s$ without replacement that first obtain $n_{R}$ items of type $R$ or $n_{B}$ items of type $B$, where $n_{R} \leq R$ and/or $n_{B} \leq B$. As an application of this probability distribution, suppose a box that contains a mixture of two types of items, say $R$ and $B$ of each type. The goal is to separate the items into separate bins. An algorithm to do this is as follows: a machine picks items randomly from the bin until the items are fully sorted. The running time of this algorithm has exactly the probability distribution $P_{n_{R}, n_{B}}^{R, B}(s)$ if we choose $n_{R}=R$ and $n_{B}=B$.

On the one hand, in this article, we derive the expression of the probability distribution $P_{n_{R}, n_{B}}^{R, B}(s)$, as well as its first moments. In particular, we calculate the mean value $\langle s\rangle$ and the standard deviation

[^0]$\sigma=\sqrt{\left\langle s^{2}\right\rangle-\langle s\rangle^{2}}$, from which confidence intervals can be computed. On the other hand, the normalization condition of $P_{n_{R}, n_{B}}^{R, B}(s)$ provides an hypergeometric summation formula that does not seem to be reported in the literature. However, in the particular case of $n_{R}=n_{B}$, this summation formula can be derived in a nontrivial way from the theory of $q$-hypergeometric functions. In fact, the connection between special functions and probability theory is well-known. For instance, the gamma probability distribution is applied to model the time between occurrence of earthquakes [2]. Also, probability theory can be used to derive some identities of special functions, as in the case of the beta function [3, Sect. 1.11].

This paper is organized as follows. Section 2 derives the expression of the modified hypergeometric probability distribution $P_{n_{R}, n_{B}}^{R, B}(s)$ stated above. Section 3 introduces the notation and the common features of the calculation of the $m$-th moment $\left\langle s^{m}\right\rangle$. Next, in Sections 4-6 we specifically calculate $\left\langle s^{0}\right\rangle$, $\langle s\rangle$ and $\sigma$ in terms of hypergeometric functions. As aforementioned, we derive a new summation formula involving ${ }_{3} F_{2}$ terminating hypergeometric series from the normalization condition $\left\langle s^{0}\right\rangle=1$. In the particular case $n_{R}=n_{B}$ and $R=B$, we calculate $\langle s\rangle$ and $\sigma$ in terms of elementary functions. Also, we calculate $\langle s\rangle$ and $\sigma$ in terms of elementary functions for the case $\max \left(n_{R}, n_{B}\right) \leq \max (B, R)$ and $\min \left(n_{R}, n_{B}\right)>\min (B, R)$. Section 7 presents some computer simulations to confirm the analytical results given in Sections 4-6. Finally, the conclusions are summarized in Section 8.

## 2. Modified hypergeometric probability distribution

First, consider the probability distribution $P_{n_{R}, n_{B}}^{R, B}(s)$ for which $n=n_{R}=n_{B}\left(\right.$ denoted by $\left.P_{n}^{R, B}(s)\right)$. If we take $n=2$, then the minimum number of extractions will be $s_{\min }=2$ and the probability $P_{n}^{R, B}(s)$ for this case is

$$
P_{2}^{R, B}(s=2)=\frac{R}{B+R} \frac{R-1}{B+R-1}+\frac{B}{B+R} \frac{B-1}{B+R-1}
$$

i.e. the probability to obtain two consecutive draws from $R$ or two consecutive draws from $B$. Notice that the maximum number of extractions for $n=2$ is $s_{\max }=3$. In this latter case,

$$
\begin{aligned}
P_{2}^{R, B}(s=3)= & P R_{2}^{1,1}\left(\frac{R}{B+R} \frac{R-1}{B+R-1} \frac{B}{B+R-2}\right. \\
& \left.+\frac{B}{B+R} \frac{B-1}{B+R-1} \frac{R}{B+R-2}\right)
\end{aligned}
$$

where $P R_{2}^{1,1}=\frac{2!}{1!1!}$ indicates the number of permutations with repetition. In general, $s_{\min }=n$ and $s_{\max }=$ $2 n-1$, and the probability function is given by

$$
\begin{align*}
P_{n}^{R, B}(s)= & \frac{(s-1)!}{(n-1)!(s-n)!}  \tag{2.1}\\
& \frac{\prod_{i=0}^{n-1}(R-i) \prod_{j=0}^{s-n-1}(B-j)+\prod_{i=0}^{n-1}(B-i) \prod_{j=0}^{s-n-1}(R-j)}{\prod_{k=0}^{s-1}(B+R-k)}
\end{align*}
$$

where we have assumed that $n \leq \min (B, R)$, i.e. the threshold $n$ is not greater than the population of $B$ or $R$. In the general case, we have:

## Theorem 2.1

$$
\begin{align*}
P_{n_{R}, n_{B}}^{R, B}(s)= & \frac{(s-1)!(B+R-s)!R!B!}{(B+R)!}  \tag{2.2}\\
& \left(\frac{1}{\left(n_{R}-1\right)!\left(s-n_{R}\right)!\left(R-n_{R}\right)!\left(B-s+n_{R}\right)!}\right. \\
& \left.+\frac{1}{\left(n_{B}-1\right)!\left(s-n_{B}\right)!\left(B-n_{B}\right)!\left(R-s+n_{B}\right)!}\right) \\
& n_{R} \leq R, n_{B} \leq B
\end{align*}
$$

where $s_{\min }=\min \left(n_{R}, n_{B}\right)$ and $s_{\max }=n_{R}+n_{B}-1$.
Proof From (2.1), the general case reads as:

$$
\begin{align*}
P_{n_{R}, n_{B}}^{R, B}(s)= & \frac{(s-1)!}{\left(n_{R}-1\right)!\left(s-n_{R}\right)!} \frac{\prod_{i=0}^{n_{R}-1}(R-i) \prod_{j=0}^{s-n_{R}-1}(B-j)}{\prod_{k=0}^{s-1}(B+R-k)}  \tag{2.3}\\
& +\frac{(s-1)!}{\left(n_{B}-1\right)!\left(s-n_{B}\right)!} \frac{\prod_{i=0}^{n_{B}-1}(B-i) \prod_{j=0}^{s-n_{B}-1}(R-j)}{\prod_{k=0}^{s-1}(B+R-k)}
\end{align*}
$$

which can be rewritten as (2.2).
Notice that if the thresholds are greater than the respective populations, according to the statement of the experiment, the probability must be zero. This is so due to the factors $\left(R-n_{R}\right)$ ! and $\left(B-n_{B}\right)$ ! in both denominators of (2.2). Therefore, we have the following corollary:

Corollary 2.2 If $n_{R}>R$ and $n_{B}>B$,

$$
\begin{equation*}
P_{n_{R}, n_{B}}^{R, B}(s)=0 \tag{2.4}
\end{equation*}
$$

However, if we denote $n_{\max }=\max \left(n_{R}, n_{B}\right)$ and $n_{\min }=\min \left(n_{R}, n_{B}\right)$, there is an intermediate case, for which we have:

## Corollary 2.3

$$
\begin{align*}
& P_{n_{R}, n_{B}}^{R, B}(s)=\frac{(s-1)!}{\left(n_{\max }-1\right)!\left(s-n_{\max }\right)!} \frac{(B+R-s)!}{(B+R)!}  \tag{2.5}\\
& \frac{R!B!}{\left(\max (B, R)-n_{\max }\right)!\left(\min (B, R)-s+n_{\max }\right)!} \\
& \min (B, R)<n_{\min } \leq n_{\max } \leq \max (B, R)
\end{align*}
$$

## 3. Preliminaries for the calculation of the moments

The definition of the following functions will be useful in the calculation of the moments.

## Definition 3.1

$$
\begin{equation*}
S_{m}(X, Y, \nu)=\frac{1}{(X-\nu)!(\nu-1)!} \sum_{s=\nu}^{\nu+\bar{\nu}-1} \frac{(X+Y-s)!(s-1)!s^{m}}{(Y-s+\nu)!(s-\nu)!} \tag{3.1}
\end{equation*}
$$

where $\nu=n_{R}, n_{B} \rightarrow \bar{\nu}=n_{B}, n_{R}$, thus $\nu+\bar{\nu}=n_{R}+n_{B}$.

## Definition 3.2

$$
\begin{align*}
S_{m}^{(a)}(X, Y, \nu) & =\sum_{t=0}^{\infty} \frac{(X+Y-t-\nu)!(t+\nu)!(t+\nu)^{m-1}}{t!(Y-t)!}  \tag{3.2}\\
S_{m}^{(b)}(X, Y, \nu) & =\sum_{t=0}^{\infty} \frac{(X+Y-t-\nu-\bar{\nu})!(t+\nu+\bar{\nu})!(t+\nu+\bar{\nu})^{m-1}}{(t+\bar{\nu})!(Y-t-\bar{\nu})!} \tag{3.3}
\end{align*}
$$

3.1. Case $n_{R} \leq R, n_{B} \leq B$

According to (2.2), the $m$-th moment is given by

$$
\begin{align*}
\left\langle s^{m}\right\rangle= & \sum_{s=s_{\min }}^{s_{\max }} s^{m} P_{n_{R}, n_{B}}^{R, B}(s)  \tag{3.4}\\
= & \frac{R!B!}{(B+R)!}\left[\frac{1}{\left(R-n_{R}\right)!\left(n_{R}-1\right)!} \sum_{s=s_{\min }}^{s_{\max }} \frac{(B+R-s)!(s-1)!s^{m}}{\left(B-s+n_{R}\right)!\left(s-n_{R}\right)!}\right. \\
& \left.\quad+\frac{1}{\left(B-n_{B}\right)!\left(n_{B}-1\right)!} \sum_{s=s_{\min }}^{s_{\max }} \frac{(B+R-s)!(s-1)!s^{m}}{\left(R-s+n_{B}\right)!\left(s-n_{B}\right)!}\right]
\end{align*}
$$

where, as aforementioned, $s_{\min }=\min \left(n_{R}, n_{B}\right)$ and $s_{\max }=n_{R}+n_{B}-1$. Recall (3.1) to rewrite (3.4) as,

$$
\begin{align*}
& \left\langle s^{m}\right\rangle=\frac{R!B!}{(B+R)!}\left[S_{m}\left(R, B, n_{R}\right)+S_{m}\left(B, R, n_{B}\right)\right]  \tag{3.5}\\
& n_{R} \leq R, n_{B} \leq B
\end{align*}
$$

Perform now the change of variables $t=s-\nu$ in (3.1), and split the result in two sums, according to the definitions given in (3.2) and (3.3), to obtain,

$$
\begin{equation*}
S_{m}(X, Y, \nu)=\frac{1}{(X-\nu)!(\nu-1)!}\left[S_{m}^{(a)}(X, Y, \nu)-S_{m}^{(b)}(X, Y, \nu)\right] \tag{3.6}
\end{equation*}
$$

3.2. Case $\min (B, R)<n_{\text {min }} \leq n_{\text {max }} \leq \max (B, R)$

If we take the probability distribution (2.5), the $m$-th moment is given by

$$
\left\langle s^{m}\right\rangle=\frac{R!B!}{(B+R)!} S_{m}\left(\max (R, B), \min (R, B), n_{\max }\right)
$$

Notice that according to $(3.3), S_{m}^{(b)}\left(\max (R, B), \min (R, B), n_{\max }\right)=0$ in this case, thus

$$
\begin{equation*}
\left\langle s^{m}\right\rangle=\frac{R!B!S_{m}^{(a)}\left(\max (R, B), \min (R, B), n_{\max }\right)}{(B+R)!\left(\max (R, B)-n_{\max }\right)!\left(n_{\max }-1\right)!} \tag{3.7}
\end{equation*}
$$

## 4. Zeroth moment

4.1. Case $n_{R} \leq R, n_{B} \leq B$

For $m=0$, (3.2) reduces to

$$
\begin{align*}
S_{0}^{(a)}(X, Y, \nu) & =\sum_{t=0}^{\infty} \frac{(X+Y-t-\nu)!(t+\nu-1)!}{t!(Y-t)!} \\
& =\frac{(X+Y-\nu)!(\nu-1)!}{Y!}{ }_{2} F_{1}\left(\left.\begin{array}{c}
-Y, \nu \\
\nu-X-Y
\end{array} \right\rvert\, 1\right) \tag{4.1}
\end{align*}
$$

where we have rewritten the sum as an hypergeometric function according to [3, Sect. 2.1]. Applying ChuVandermonde summation formula [3, Corollary 2.2.3]

$$
{ }_{2} F_{1}\left(\begin{array}{c|c}
-k, a & 1  \tag{4.2}\\
c & 1
\end{array}\right)=\frac{(c-a)_{k}}{(c)_{k}}, \quad k=0,1,2, \ldots
$$

and the following properties of the Pochhammer symbol [4, Eqs. 18:5:1 and 18:3:3]:

$$
\begin{equation*}
(-x)_{k}=(-1)^{k}(x-k+1)_{k} \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
(x)_{k}=k!\binom{x+k-1}{k} \tag{4.4}
\end{equation*}
$$

(4.1) is reduced to

$$
\begin{equation*}
S_{0}^{(a)}(X, Y, \nu)=\frac{(\nu-1)!(X-\nu)!(X+Y)!}{X!Y!} \tag{4.5}
\end{equation*}
$$

On the other hand, $S_{0}^{(b)}(X, Y, \nu)$ can be expressed also as a hypergeometric function:

$$
\begin{align*}
& S_{0}^{(b)}(X, Y, \nu)  \tag{4.6}\\
= & \frac{(X+Y-\nu-\bar{\nu})!(\nu+\bar{\nu}-1)!}{\bar{\nu}!(Y-\bar{\nu})!}{ }_{3} F_{2}\left(\left.\begin{array}{c}
\bar{\nu}-Y, \nu+\bar{\nu}, 1 \\
\bar{\nu}+1, \nu+\bar{\nu}-X-Y
\end{array} \right\rvert\, 1\right) .
\end{align*}
$$

Inserting (4.5) and (4.6) in (3.6) for $m=0$, we arrive at

$$
\left.\begin{array}{rl} 
& S_{0}(X, Y, \nu)  \tag{4.7}\\
= & \frac{1}{(X-\nu)!(\nu-1)!}\left[S_{0}^{(a)}(X, Y, \nu)-S_{0}^{(b)}(X, Y, \nu)\right] \\
= & \frac{(X+Y)!}{X!Y!}\left[1-\frac{\nu\binom{X}{\nu}\binom{Y}{\bar{\nu}}}{(\nu+\bar{\nu})} \begin{array}{c}
X+Y \\
\nu+\bar{\nu}
\end{array}\right)
\end{array}{ }_{3} F_{2}\left(\left.\begin{array}{c}
\bar{\nu}-Y, \nu+\bar{\nu}, 1 \\
\bar{\nu}+1, \nu+\bar{\nu}-X-Y
\end{array} \right\rvert\, 1\right)\right] .
$$

Finally, take $m=0$ in (3.5), hence the normalization condition becomes

$$
\begin{equation*}
1=\left\langle s^{0}\right\rangle=\frac{R!B!}{(B+R)!}\left[S_{0}\left(R, B, n_{R}\right)+S_{0}\left(B, R, n_{B}\right)\right] \tag{4.8}
\end{equation*}
$$

Inserting in (4.8) the result given in (4.7), we obtain the following summation formula:

Theorem 4.1 For $n_{R} \leq R, n_{B} \leq B$

$$
\begin{align*}
& \left(n_{R}+n_{B}\right) \frac{\binom{B+R}{n_{R}+n_{B}}}{\binom{R}{n_{R}}\binom{B}{n_{B}}}  \tag{4.9}\\
=\quad & n_{R 3} F_{2}\left(\left.\begin{array}{c}
n_{B}-B, n_{R}+n_{B}, 1 \\
n_{B}+1, n_{R}+n_{B}-R-B
\end{array} \right\rvert\, 1\right) \\
& +n_{B}{ }_{3} F_{2}\left(\left.\begin{array}{c}
n_{R}-R, n_{R}+n_{B}, 1 \\
n_{R}+1, n_{R}+n_{B}-R-B
\end{array} \right\rvert\, 1\right)
\end{align*}
$$

The summation formula (4.9) is a kind of reflection formula since it is invariant against the exchange of $n_{R}$ for $n_{B}$ and $R$ for $B$. Also, it does not seem to be reported in the most common literature. However, for $n=n_{R}=n_{B}$, (4.9) reduces to a summation formula that can be proved by using the theory of $q$-hypergeometric functions.

Theorem 4.2 For $n \leq \min (B, R)$

$$
\left.\begin{array}{rl} 
& \frac{2\binom{B+R}{2 n}}{\binom{B}{n}\binom{R}{n}}  \tag{4.10}\\
= & { }_{3} F_{2}\left(\left.\begin{array}{c}
n-B, 2 n, 1 \\
2 n-B-R, n+1
\end{array} \right\rvert\, 1\right.
\end{array}\right)+{ }_{3} F_{2}\left(\left.\begin{array}{c}
n-R, 2 n, 1 \\
2 n-B-R, n+1
\end{array} \right\rvert\, 1\right) . .
$$

Proof Consider the following three-term transformation formula [5, Eq. 3.3.2]

$$
\begin{aligned}
& { }_{3} \varphi_{2}\left(\left.\begin{array}{c}
q^{-k}, b, c \\
d, e
\end{array} \right\rvert\, q, \frac{d e q^{k}}{b c}\right) \\
= & \frac{(e / b, e / c ; q)_{\infty}}{(e, e /(b c) ; q)_{\infty}}{ }_{3} \varphi_{2}\left(\left.\begin{array}{c}
d q^{k}, b, c \\
d, b c q / e
\end{array} \right\rvert\, q, q\right) \\
& +\frac{(b, c ; q)_{\infty}}{(e, b c / e ; q)_{\infty}} \frac{(d e /(b c) ; q)_{k}}{(d ; q)_{k}}{ }_{3} \varphi_{2}\left(\left.\begin{array}{c}
e / b, e / c, d e q^{k} /(b c) \\
d e /(b c), e q /(b c)
\end{array} \right\rvert\, q, q\right)
\end{aligned}
$$

where $k$ is a nonnegative integer. Perform the following substitutions: $k=B-n$ (notice that $n \leq \min (B, R)$, thus $k$ is a nonnegative integer), $c=q$, and $b=e^{2} / q^{2}$, to obtain

$$
\begin{align*}
& { }_{3} \varphi_{2}\left(\left.\begin{array}{c}
q^{n-B}, e^{2} / q^{2}, q \\
d, e
\end{array} \right\rvert\, q, \frac{d q^{B-n+1}}{e}\right)  \tag{4.11}\\
= & \frac{\left(q^{2} / e, e / q ; q\right)_{\infty}}{(e, q / e ; q)_{\infty}}{ }_{3} \varphi_{2}\left(\left.\begin{array}{c}
d q^{B-n}, e^{2} / q^{2}, q \\
d, e
\end{array} \right\rvert\, q, q\right) \\
& +\frac{\left(e^{2} / q^{2}, q ; q\right)_{\infty}}{(e, e / q ; q)_{\infty}} \frac{(d q / e ; q)_{B-n}}{(d ; q)_{B-n}}{ }_{2} \varphi_{1}\left(\left.\begin{array}{c}
e / q, d q^{B-n+1} / e \\
d q / e
\end{array} \right\rvert\, q, q\right)
\end{align*}
$$

where the last ${ }_{3} \varphi_{2}$ series reduces to a ${ }_{2} \varphi_{1}$ series due to cancelling parameters. By using the property given in [5, Eqn. 1.2.30], we calculate the prefactor of ${ }_{3} \varphi_{2}$ series of the RHS of (4.11) as

$$
\frac{\left(q^{2} / e, e / q ; q\right)_{\infty}}{(e, q / e ; q)_{\infty}}=-\frac{e}{q}
$$

hence

$$
\begin{aligned}
& { }_{3} \varphi_{2}\left(\left.\begin{array}{c}
q^{n-B}, e^{2} / q^{2}, q \\
d, e
\end{array} \right\rvert\, q, \frac{d q^{B-n+1}}{e}\right)+\frac{e}{q} 3 \varphi_{2}\left(\left.\begin{array}{c}
d q^{B-n}, e^{2} / q^{2}, q \\
d, e
\end{array} \right\rvert\, q, q\right) \\
= & \frac{\left(e^{2} / q^{2}, q ; q\right)_{\infty}}{(e, e / q ; q)_{\infty}} \frac{(d q / e ; q)_{B-n}}{(d ; q)_{B-n}}{ }_{2} \varphi_{1}\left(\begin{array}{c}
e / q, d q^{B-n+1} / e \mid \\
d q / e
\end{array} q, q\right) .
\end{aligned}
$$

Now, performing the substitutions $d=q^{2 n-B-R}$ and $e=q^{n+1}$, we obtain

$$
\left.\left.\begin{array}{rl} 
& { }_{3} \varphi_{2}\left(\begin{array}{c}
q^{n-B}, q^{2 n}, q \\
q^{2 n-B-R}
\end{array}, q^{n+1}\right.
\end{array} \right\rvert\, q, q^{-R}\right)+q^{n}{ }_{3} \varphi_{2}\left(\left.\begin{array}{c}
q^{n-R}, q^{2 n}, q  \tag{4.12}\\
q^{2 n-B-R}, q^{n+1}
\end{array} \right\rvert\, q, q\right) .
$$

Applying the properties given in [5, Eq. 1.2.30] and [6, Eq. 17.2.17], we calculate the following prefactor of the RHS of (4.12) as

$$
\begin{equation*}
\frac{\left(q^{2 n}, q ; q\right)_{\infty}}{\left(q^{n+1}, q^{n} ; q\right)_{\infty}}=\frac{(q ; q)_{n}}{\left(q^{n} ; q\right)_{n}}=\frac{(q ; q)_{n}(q ; q)_{n-1}}{(q ; q)_{2 n-1}} \tag{4.13}
\end{equation*}
$$

Also, the ${ }_{2} \varphi_{1}$ series can be calculated applying the $q$-Chu-Vandermonde summation formula [5, Eq. 1.5.3], thus

$$
{ }_{2} \varphi_{1}\left(\left.\begin{array}{c}
q^{-R}, q^{n}  \tag{4.14}\\
q^{n-B-R}
\end{array} \right\rvert\, q, q\right)=\frac{\left(q^{-B-R} ; q\right)_{R}}{\left(q^{n-B-R} ; q\right)_{R}} q^{n R}
$$

Therefore, inserting (4.13) and (4.14) in the RHS of (4.12), we get

$$
\begin{align*}
& { }_{3} \varphi_{2}\left(\left.\begin{array}{c}
q^{n-B}, q^{2 n}, q \\
q^{2 n-B-R}, q^{n+1}
\end{array} \right\rvert\, q, q^{-R}\right)+q^{n}{ }_{3} \varphi_{2}\left(\left.\begin{array}{c}
q^{n-R}, q^{2 n}, q \\
q^{2 n-B-R}, q^{n+1}
\end{array} \right\rvert\, q, q\right)  \tag{4.15}\\
= & \frac{(q ; q)_{n}(q ; q)_{n-1}}{(q ; q)_{2 n-1}} \frac{\left(q^{n-B-R} ; q\right)_{B-n}}{\left(q^{2 n-B-R} ; q\right)_{B-n}} \frac{\left(q^{-B-R} ; q\right)_{R}}{\left(q^{n-B-R} ; q\right)_{R}} q^{n R} .
\end{align*}
$$

We can rewrite the RHS of (4.15) in terms of $q$-binomial coefficients by using the property given in [6, Eq. 17.2.27], thus

$$
\begin{equation*}
\frac{\left(q^{n-B-R} ; q\right)_{B-n}}{\left(q^{2 n-B-R} ; q\right)_{B-n}}=\frac{\binom{B+R-n}{B-n}_{q}}{\binom{B+R-2 n}{B-n}_{q}} q^{n(n-B)} \tag{4.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\left(q^{-B-R} ; q\right)_{R}}{\left(q^{n-B-R} ; q\right)_{R}}=\frac{\binom{B+R}{R}_{q}}{\binom{B+R-n}{R}_{q}} q^{-n R} \tag{4.17}
\end{equation*}
$$

Substituting in the RHS of (4.15) the results (4.16) and (4.17), and expanding the $q$-binomial coefficients, after
some simplification, we arrive at

$$
\begin{align*}
& \frac{(q ; q)_{n}(q ; q)_{n-1}}{(q ; q)_{2 n-1}} \frac{(q ; q)_{R-n}(q ; q)_{B-n}}{(q ; q)_{B+R-2 n}} \frac{(q ; q)_{B+R}}{(q ; q)_{R}(q ; q)_{B}} q^{n(n-B)}  \tag{4.18}\\
= & \frac{\binom{B+R}{2 n}_{q}}{\binom{R}{n}_{q}\binom{B}{n}_{q}} \frac{(q ; q)_{2 n}}{(q ; q)_{2 n-1}} \frac{(q ; q)_{n-1}}{(q ; q)_{n}} q^{n(n-B)} .
\end{align*}
$$

According to the definition of the $q$-shifted factorial [6, Eq. 17.2.1], we have

$$
\frac{(q ; q)_{k}}{(q ; q)_{k-1}}=1-q^{k}
$$

thus (4.18) is reduced to

$$
\begin{equation*}
\frac{\binom{B+R}{2 n}_{q}}{\binom{R}{n}_{q}\binom{B}{n}_{q}}\left(1+q^{n}\right) q^{n(n-B)} \tag{4.19}
\end{equation*}
$$

Substituting now (4.19) in the RHS of (4.15), we obtain the following $q$-analogue of (4.10),

$$
\begin{align*}
& { }_{3} \varphi_{2}\left(\left.\begin{array}{c}
q^{n-B}, q^{2 n}, q \\
q^{2 n-B-R}, q^{n+1}
\end{array} \right\rvert\, q, q^{-R}\right)+q^{n}{ }_{3} \varphi_{2}\left(\left.\begin{array}{c|c}
q^{n-R}, q^{2 n}, q \\
q^{2 n-B-R}, q^{n+1}
\end{array} \right\rvert\, q, q\right)  \tag{4.20}\\
= & \frac{\binom{B+R}{2 n}_{q}}{\binom{R}{n}_{q}\binom{B}{n}_{q}}\left(1+q^{n}\right) q^{n(n-B)} .
\end{align*}
$$

Therefore, performing in (4.20) the limit $q \rightarrow 1^{-}$, taking into account [6, Eqs. 17.4.2 and 17.2.28], we finally obtain (4.10), as we wanted to prove.

Corollary 4.3 Take $B=R=M$ in (4.10), to obtain this nice formula

$$
\begin{align*}
& { }_{3} F_{2}\left(\left.\begin{array}{c}
n-M, 2 n, 1 \\
2 n-2 M, n+1
\end{array} \right\rvert\, 1\right)=\frac{\binom{2 M}{2 n}}{\binom{M}{n}^{2}},  \tag{4.21}\\
& n \leq M .
\end{align*}
$$

Here, we provide a proof of (4.21), considering a result reported in the literature for a terminating ${ }_{3} F_{2}$ hypergeometric sum.

Proof In [7, Eq. 7.4.4(101)], we find the following equivalent result to (4.21),

$$
\begin{align*}
& { }_{3} F_{2}\left(\left.\begin{array}{c}
-k, a, b \\
-2 k, \frac{a+b+1}{2}
\end{array} \right\rvert\, 1\right)=\frac{\left(\frac{a+1}{2}\right)_{k}\left(\frac{b+1}{2}\right)_{k}}{\left(\frac{1}{2}\right)_{k}\left(\frac{a+b+1}{2}\right)_{k}}  \tag{4.22}\\
& k=0,1,2, \ldots
\end{align*}
$$

taking $-k=n-M \leq 0, a=2 n, b=1$, and applying the formula of the gamma function for half-integral argument [4, Eq. 43:4:3].

We will apply the identity (4.22) in the next sections to calculate the mean value and the standard deviation of the modified hypergeometric probability distribution $P_{n_{R}, n_{B}}^{R, B}(s)$.
4.2. Case $\min (B, R)<n_{\text {min }} \leq n_{\text {max }} \leq \max (B, R)$

According to (3.7), we have

$$
\begin{equation*}
\left\langle s^{0}\right\rangle=\frac{R!B!S_{0}^{(a)}\left(\max (R, B), \min (R, B), n_{\max }\right)}{(B+R)!\left(\max (R, B)-n_{\max }\right)!\left(n_{\max }-1\right)!} . \tag{4.23}
\end{equation*}
$$

Note that applying (4.5) to (4.23), the normalization condition is automatically satisfied:

$$
\left\langle s^{0}\right\rangle=1 .
$$

## 5. First moment

5.1. Case $n_{R} \leq R, n_{B} \leq B$

For the calculation of the mean value $\langle s\rangle$, take $m=1$ in (3.2) and rewrite the obtained sum as a hypergeometric function:

$$
S_{1}^{(a)}(X, Y, \nu)=\frac{(X+Y-\nu)!\nu!}{Y!}{ }_{2} F_{1}\left(\begin{array}{c|c}
-Y, \nu  \tag{5.1}\\
\nu-X-Y & 1
\end{array}\right) .
$$

Applying again (4.2)-(4.4), we calculate the hypergeometric sum given in (5.1). Thereby, we obtain

$$
\begin{equation*}
S_{1}^{(a)}(X, Y, \nu)=\frac{\nu!(X-\nu)!(X+Y+1)!}{Y!(X+1)!} \tag{5.2}
\end{equation*}
$$

Similarly, we calculate

$$
\begin{align*}
& S_{1}^{(b)}(X, Y, \nu)  \tag{5.3}\\
= & \frac{(X+Y-\nu-\bar{\nu})!(\nu+\bar{\nu})!}{\bar{\nu}!(Y-\bar{\nu})!}{ }_{3} F_{2}\left(\left.\begin{array}{c}
\bar{\nu}-Y, \nu+\bar{\nu}+1,1 \\
\bar{\nu}+1, \nu+\bar{\nu}-X-Y
\end{array} \right\rvert\, 1\right) .
\end{align*}
$$

Therefore, inserting (5.2) and (5.3) in (3.6) for $m=1$, we arrive at

$$
\begin{align*}
& S_{1}(X, Y, \nu)  \tag{5.4}\\
= & \frac{1}{(X-\nu)!(\nu-1)!}\left[S_{1}^{(a)}(X, Y, \nu)-S_{1}^{(b)}(X, Y, \nu)\right] \\
= & \frac{\nu(X+Y)!}{X!Y!}\left[\frac{X+Y+1}{X+1}-\frac{\binom{X}{\nu}\binom{Y}{\bar{\nu}}}{\binom{X+Y}{\nu+\bar{\nu}}}{ }_{3} F_{2}\left(\left.\begin{array}{c}
\bar{\nu}-Y, \nu+\bar{\nu}+1,1 \\
\bar{\nu}+1, \nu+\bar{\nu}-X-Y
\end{array} \right\rvert\, 1\right)\right] .
\end{align*}
$$

Finally, taking into account (5.4) in (3.5) for $m=1$, and simplifying, the mean value results in
$\langle s\rangle$

$$
\begin{align*}
= & \frac{R!B!}{(B+R)!}\left[S_{1}\left(R, B, n_{R}\right)+S_{1}\left(B, R, n_{B}\right)\right]  \tag{5.5}\\
= & (R+B+1)\left(\frac{n_{R}}{R+1}+\frac{n_{B}}{B+1}\right)-\frac{\binom{R}{n_{R}}\binom{B}{n_{B}}}{\binom{R+B}{n_{R}+n_{B}}} \\
& {\left[n_{R 3} F_{2}\left(\left.\begin{array}{c}
n_{B}-B, n_{R}+n_{B}+1,1 \\
n_{B}+1, n_{R}+n_{B}-R-B
\end{array} \right\rvert\, 1\right)+n_{B} F_{2}\left(\left.\begin{array}{c}
n_{R}-R, n_{R}+n_{B}+1,1 \\
n_{R}+1, n_{R}+n_{B}-R-B
\end{array} \right\rvert\, 1\right)\right], }
\end{align*}
$$

For $n=n_{R}=n_{B}$ and $M=R=B,(5.5)$ is reduced to

$$
\langle s\rangle=2 n\left[\frac{2 M+1}{M+1}-\frac{\binom{M}{n}^{2}}{\binom{2 M}{2 n}} 3_{3} F_{2}\left(\begin{array}{c|c}
n-M, 2 n+1,1 & 1  \tag{5.6}\\
2 n-2 M, n+1 & 1
\end{array}\right)\right]
$$

To calculate the hypergeometric function given in (5.6) we need the following result:
Theorem 5.1 If $k$ is a nonnegative integer, then

$$
{ }_{3} F_{2}\left(\left.\begin{array}{c|}
-k, a, b  \tag{5.7}\\
-2 k, \frac{a+b}{2}
\end{array} \right\rvert\, 1\right)=\frac{a\left(\frac{a}{2}+1\right)_{k}\left(\frac{b+1}{2}\right)_{k}+b\left(\frac{a+1}{2}\right)_{k}\left(\frac{b}{2}+1\right)_{k}}{(a+b)\left(\frac{1}{2}\right)_{k}\left(\frac{a+b}{2}+1\right)_{k}} .
$$

Proof From the formulas given in [3, Sect. 3.7], we can write

$$
\begin{align*}
& { }_{3} F_{2}\left(\left.\begin{array}{c}
-k, a+1, b \\
-2 k, \frac{a+b+1}{2}
\end{array} \right\rvert\, 1\right)  \tag{5.8}\\
= & { }_{3} F_{2}\left(\left.\begin{array}{c}
-k, a, b \\
-2 k, \frac{a+b+1}{2}
\end{array} \right\rvert\, 1\right)+\frac{b}{a+b+1}{ }_{3} F_{2}\left(\left.\begin{array}{c}
-k+1, a+1, b+1 \\
-2 k+1, \frac{a+b+3}{2}
\end{array} \right\rvert\, 1\right),
\end{align*}
$$

and

$$
\left.\begin{array}{rl} 
& { }_{3} F_{2}\left(\left.\begin{array}{c}
-k+1, a+1, b+1 \\
-2 k+1, \frac{a+b+3}{2}
\end{array} \right\rvert\, 1\right)  \tag{5.9}\\
= & \frac{(a+1)(b+1)}{(1-2 k)(a+b+3)}{ }_{3} F_{2}\left(\begin{array}{c|c}
-(k-1), a+2, b+2 \\
-2(k-1), \frac{a+b+5}{2}
\end{array}\right. \\
& 1) \\
& +{ }_{3} F_{2}\left(\begin{array}{c}
-k, a+1, b+1 \\
-2 k, \frac{a+b+3}{2}
\end{array}\right. \\
\hline
\end{array}\right) .
$$

Therefore, inserting (5.9) in (5.8), and applying the formula given in (4.22), we obtain

$$
\begin{aligned}
& { }_{3} F_{2}\left(\left.\begin{array}{l}
-k, a+1, b \\
-2 k, \frac{a+b+1}{2}
\end{array} \right\rvert\, 1\right)=\frac{\left(\frac{a+1}{2}\right)_{k}\left(\frac{b+1}{2}\right)_{k}}{\left(\frac{1}{2}\right)_{k}\left(\frac{a+b+1}{2}\right)_{k}} \\
& +\frac{b}{a+b+1}\left\{\frac{(a+1)(b+1)}{(1-2 k)(a+b+3)} \frac{\left(\frac{a+3}{2}\right)_{k-1}\left(\frac{b+3}{2}\right)_{k-1}}{\left(\frac{1}{2}\right)_{k-1}\left(\frac{a+b+5}{2}\right)_{k-1}}+\frac{\left(\frac{a}{2}+1\right)_{k}\left(\frac{b}{2}+1\right)_{k}}{\left(\frac{1}{2}\right)_{k}\left(\frac{a+b+3}{2}\right)_{k}}\right\} .
\end{aligned}
$$

Applying the properties $(\alpha+1)_{k-1}=(\alpha)_{k} / \alpha$ and $\alpha(\alpha+1)_{k}=(\alpha+k)(\alpha)_{k}$, thus $(a+b+1)\left(\frac{a+b+3}{2}\right)_{k}=$ $(a+b+1+2 k)\left(\frac{a+b+1}{2}\right)_{k}$, we have

$$
\begin{aligned}
& { }_{3} F_{2}\left(\left.\begin{array}{c}
-k, a+1, b \\
-2 k, \frac{a+b+1}{2}
\end{array} \right\rvert\, 1\right)=\frac{1}{\left(\frac{a+b+1}{2}\right)_{k}} \\
& \left\{\frac{\left(\frac{a+1}{2}\right)_{k}\left(\frac{b+1}{2}\right)_{k}}{\left(\frac{1}{2}\right)_{k}\left(\frac{a+b+1}{2}\right)_{k}}+\frac{b}{a+b+2 k+1}\left[\frac{\left(\frac{a+1}{2}\right)_{k}\left(\frac{b+1}{2}\right)_{k}}{\left(-\frac{1}{2}\right)_{k-1}(2 k-1)}+\frac{\left(\frac{a}{2}+1\right)_{k}\left(\frac{b}{2}+1\right)_{k}}{\left(\frac{1}{2}\right)_{k}}\right]\right\}
\end{aligned}
$$

Finally, knowing that $(-1 / 2)_{k}=\frac{(1 / 2)_{k}}{1-2 k}$, after some simplification, we arrive at (5.7).

Corollary 5.2 Setting $k=M-n$, $a=2 n+1, b=1$ in (5.7), and taking into account the property given in [4, Eq. 43:4:3], we arrive at

$$
\begin{align*}
& { }_{3} F_{2}\left(\left.\begin{array}{c}
n-M, 2 n+1,1 \\
2 n-2 M, n+1
\end{array} \right\rvert\, 1\right)  \tag{5.10}\\
= & \frac{1}{2(M+1)}\left[(2 M+1)\left(1+\frac{\binom{2 M}{2 n}}{\binom{M}{n}}\right)-2 n\right] .
\end{align*}
$$

Taking into account (5.10), (5.6) is reduced to

$$
\begin{align*}
& \langle s\rangle=\frac{n}{M+1}\left(2 M+1-(2 M-2 n+1) \frac{\binom{M}{n}^{2}}{\binom{2 M}{2 n}}\right),  \tag{5.11}\\
& n \leq M
\end{align*}
$$

5.2. Case $\min (B, R)<n_{\text {min }} \leq n_{\max } \leq \max (B, R)$

In this case, according to (3.7), we have

$$
\langle s\rangle=\frac{R!B!S_{1}^{(a)}\left(\max (R, B), \min (R, B), n_{\max }\right)}{(B+R)!\left(\max (R, B)-n_{\max }\right)!\left(n_{\max }-1\right)!}
$$

Applying the result given in (5.2) and knowing the fact that $B+R=\max (B, R)+\min (B, R)$, we arrive at

$$
\begin{equation*}
\langle s\rangle=\frac{n_{\max }(R+B+1)}{\max (R, B)+1} \tag{5.12}
\end{equation*}
$$

## 6. Second moment

6.1. Case $n_{R} \leq R, n_{B} \leq B$

Taking $m=2$ in (3.2), we rewrite $S_{2}^{(a)}(X, Y, \nu)$ as follows:

$$
\begin{equation*}
S_{2}^{(a)}(X, Y, \nu)=\hat{S}_{2}^{(a)}(X, Y, \nu)+\nu S_{1}^{(a)}(X, Y, \nu) \tag{6.1}
\end{equation*}
$$

where we define and calculate $\hat{S}_{2}^{(a)}(X, Y, \nu)$ as follows:

$$
\begin{align*}
& \hat{S}_{2}^{(a)}(X, Y, \nu) \\
= & \sum_{t=0}^{\infty} \frac{(X+Y-t-\nu-1)!(t+\nu+1)!}{t!(Y-t-1)!} \\
= & \frac{(X+Y-\nu-1)!(\nu+1)!}{(Y-1)!}{ }_{2} F_{1}\left(\begin{array}{c}
1-Y, \nu+2 \\
\nu+1-X-Y
\end{array}\right. \\
= & \frac{(X+Y+1)!(X-\nu)!(\nu+1)!}{(Y-1)!(X+2)!} \tag{6.2}
\end{align*}
$$

Inserting in (6.1) the results (5.2) and (6.2), we arrive at

$$
\begin{equation*}
S_{2}^{(a)}(X, Y, \nu)=\frac{(X+Y+1)!(X-\nu)!\nu!}{(Y-1)!(X+1)!}\left[\frac{\nu+1}{X+2}+\frac{\nu}{Y}\right] \tag{6.3}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
S_{2}^{(b)}(X, Y, \nu)=\hat{S}_{2}^{(b)}(X, Y, \nu)+\nu S_{1}^{(b)}(X, Y, \nu) \tag{6.4}
\end{equation*}
$$

where

$$
\begin{align*}
& \hat{S}_{2}^{(b)}(X, Y, \nu) \\
= & \sum_{t=0}^{\infty} \frac{(X+Y-t-\nu-\bar{\nu})!(t+\nu+\bar{\nu})!}{(t+\bar{\nu}-1)!(Y-t-\bar{\nu})!} \\
= & \frac{(X+Y-\nu-\bar{\nu})!(\nu+\bar{\nu})!}{(\bar{\nu}-1)!(Y-\bar{\nu})!}{ }_{3} F_{2}\left(\left.\begin{array}{c|}
\bar{\nu}-Y, \nu+\bar{\nu}+1 \\
\bar{\nu}, \bar{\nu}+\nu-X-Y
\end{array} \right\rvert\, 1\right) . \tag{6.5}
\end{align*}
$$

Inserting in (6.4) the results (5.3) and (6.5), we arrive at

$$
\begin{align*}
& S_{2}^{(b)}(X, Y, \nu)=\frac{(X+Y-\nu-\bar{\nu})!(\nu+\bar{\nu})!}{(\bar{\nu}-1)!(Y-\bar{\nu})!}  \tag{6.6}\\
& {\left[{ }_{3} F_{2}\left(\begin{array}{c|c}
\bar{\nu}-Y, \nu+\bar{\nu}+1 \\
\bar{\nu}, \bar{\nu}+\nu-X-Y & 1
\end{array}\right)+\frac{\nu}{\bar{\nu}}{ }_{3} F_{2}\left(\left.\begin{array}{c}
\bar{\nu}-Y, \nu+\bar{\nu}+1 \\
\bar{\nu}+1, \bar{\nu}+\nu-X-Y
\end{array} \right\rvert\, 1\right)\right]}
\end{align*}
$$

Now, substituting (6.3) and (6.6) in (3.6) for $m=2$, we eventually obtain

$$
\begin{align*}
& S_{2}(X, Y, \nu)  \tag{6.7}\\
= & \frac{1}{(X-\nu)!(\nu-1)!}\left[S_{2}^{(a)}(X, Y, \nu)-S_{2}^{(b)}(X, Y, \nu)\right] \\
= & \frac{(X+Y)!}{X!Y!} H(X, Y, \nu)
\end{align*}
$$

where we have defined

$$
\begin{aligned}
& H(X, Y, \nu) \\
= & \frac{\nu(X+Y+1)[\nu(X+Y+2)+Y]}{(X+1)(X+2)}-\nu \bar{\nu} \frac{\binom{X}{\nu}\binom{Y}{\bar{\nu}}}{\binom{X+Y}{\nu+\bar{\nu}}} \\
& {\left[{ }_{3} F_{2}\left(\left.\begin{array}{c}
\bar{\nu}-Y, \nu+\bar{\nu}+1 \\
\bar{\nu}, \bar{\nu}+\nu-X-Y
\end{array} \right\rvert\, 1\right)+\frac{\nu}{\bar{\nu}}{ }_{3} F_{2}\left(\left.\begin{array}{c}
\bar{\nu}-Y, \nu+\bar{\nu}+1 \\
\bar{\nu}+1, \bar{\nu}+\nu-X-Y
\end{array} \right\rvert\, 1\right)\right] }
\end{aligned}
$$

Finally, recall (3.5) for $m=2$ and take into account (6.7), to obtain

$$
\begin{align*}
\left\langle s^{2}\right\rangle & =\frac{R!B!}{(B+R)!}\left[S_{2}\left(R, B, n_{R}\right)+S_{2}\left(B, R, n_{B}\right)\right] \\
& =H\left(R, B, n_{R}\right)+H\left(B, R, n_{B}\right) \tag{6.8}
\end{align*}
$$

hence from (5.5) and (6.8), we obtain the standard deviation:

$$
\begin{equation*}
\sigma=\sqrt{H\left(R, B, n_{R}\right)+H\left(B, R, n_{B}\right)-\langle s\rangle^{2}} \tag{6.9}
\end{equation*}
$$

Notice that in the case $B=R=M$ and $n=n_{R}=n_{B}$, the second moment is reduced to

$$
\begin{align*}
& \left\langle s^{2}\right\rangle=\frac{2 n(2 M+1)}{M+2}\left(2 n+\frac{M}{M+1}\right)  \tag{6.10}\\
& -2 n^{2} \frac{\binom{M}{n}^{2}}{\binom{2 M}{2 n}}\left[{ }_{3} F_{2}\left(\left.\begin{array}{c}
n-M, 2 n+1,1 \\
2 n-2 M, n+1
\end{array} \right\rvert\, 1\right)+{ }_{3} F_{2}\left(\begin{array}{c|c}
n-M, 2 n+1,1 & 1 \\
2 n-2 M, n & 1
\end{array}\right)\right] .
\end{align*}
$$

The first hypergeometric series given in (6.10) has been calculated in (5.10). To calculate the second hypergeometric series, we need the next result.

Theorem 6.1 If $k$ is a nonnegative integer, then

$$
\begin{align*}
& \quad{ }_{3} F_{2}\left(\left.\begin{array}{c}
-k, a+1, b \\
-2 k, \frac{a+b}{2}
\end{array} \right\rvert\, 1\right)  \tag{6.11}\\
& =\frac{P_{k}^{(1)}(a, b)\left(\frac{a}{2}\right)_{k}\left(\frac{b+1}{2}\right)_{k}+Q_{k}^{(1)}(a, b)\left(\frac{a+1}{2}\right)_{k}\left(\frac{b}{2}+1\right)_{k}}{[a(a+b+2 k)(a+b+2 k+2)]\left(\frac{1}{2}\right)_{k}\left(\frac{a+b}{2}\right)_{k}}, \\
& P_{k}^{(1)}(a, b)=(a+2 k)\left[a(a+2)+b^{2}+2 k(a+b)\right], \\
& Q_{k}^{(1)}(a, b)=2 a b(1+a+2 k),
\end{align*}
$$

and

$$
\begin{gather*}
{ }_{3} F_{2}\left(\left.\begin{array}{c}
-k, a, b \\
-2 k, \frac{a+b}{2}-1
\end{array} \right\rvert\, 1\right)  \tag{6.12}\\
=\frac{P_{k}^{(2)}(a, b)\left(\frac{a}{2}\right)_{k}\left(\frac{b+1}{2}\right)_{k}+Q_{k}^{(2)}(a, b)\left(\frac{a+1}{2}\right)_{k}\left(\frac{b}{2}+1\right)_{k}}{[(a+b-2)(a+b+2 k)(a+b+2 k+2)]\left(\frac{1}{2}\right)_{k}\left(\frac{a+b}{2}\right)_{k}}, \\
P_{k}^{(2)}(a, b)=(a+2 k)\left[a^{2}+3 b^{2}+2 k(a+3 b-2)-4\right] \\
Q_{k}^{(2)}(a, b)=b[3 a(a+2 k)+(b-2)(b+2 k+2)] .
\end{gather*}
$$

Proof Taking $z=1$ and renaming the parameters in the contiguous relation given in [6, Eq. 16.3.7], we have

$$
\begin{align*}
& 0={ }_{3} F_{2}\left(\left.\begin{array}{c}
\alpha, \beta+1, \gamma \\
\delta, \varepsilon
\end{array} \right\rvert\, 1\right) \beta(\delta+\varepsilon-\alpha-\beta-\gamma-1)  \tag{6.13}\\
& +{ }_{3} F_{2}\left(\left.\begin{array}{c}
\alpha, \beta, \gamma \\
\delta, \varepsilon
\end{array} \right\rvert\, 1\right)[(2 \beta-\delta)(2 \beta-\varepsilon)+\beta(1-\beta)-(\beta-\alpha)(\beta-\gamma)] \\
& -{ }_{3} F_{2}\left(\left.\begin{array}{c}
\alpha, \beta-1, \gamma \\
\delta, \varepsilon
\end{array} \right\rvert\, 1\right)(\beta-\delta)(\beta-\varepsilon)
\end{align*}
$$

Also, taking $p=3, q=2$ and $z=1$ in [8, Sect. 48(15)], we obtain

$$
\begin{align*}
& 0={ }_{3} F_{2}\left(\begin{array}{c|c}
\alpha, \beta, \gamma & 1 \\
\delta, \varepsilon & 1
\end{array}\right)(\beta-\varepsilon+1)  \tag{6.14}\\
& -{ }_{3} F_{2}\left(\left.\begin{array}{c}
\alpha, \beta+1, \gamma \\
\delta, \varepsilon
\end{array} \right\rvert\, 1\right) \beta+{ }_{3} F_{2}\left(\left.\begin{array}{c}
\alpha, \beta, \gamma \\
\delta, \varepsilon-1
\end{array} \right\rvert\, 1\right)(\varepsilon-1)
\end{align*}
$$

Substituting $\alpha=-k, \beta=a, \gamma=b, d=-2 k$ and $\varepsilon=\frac{a+b}{2}$ in (6.13), and (6.14), we get the following set of equations:

$$
\begin{align*}
(b-a)(a+2 k) U+2 a(1+a+2 k) V-a(a+b+2 k+2) X & =0  \tag{6.15}\\
(a+b-2) Y+(a-b+2) V-2 a X & =0 \tag{6.16}
\end{align*}
$$

where $X$ and $Y$ are given by the hypergeometric functions (6.11) and (6.12) respectively. Also, according to (4.22) and (5.7), we have

$$
U={ }_{3} F_{2}\left(\left.\begin{array}{c}
-k, a-1, b  \tag{6.17}\\
-2 k, \frac{a+b}{2}
\end{array} \right\rvert\, 1\right)=\frac{\left(\frac{a}{2}\right)_{k}\left(\frac{b+1}{2}\right)_{k}}{\left(\frac{1}{2}\right)_{k}\left(\frac{a+b}{2}\right)_{k}}
$$

and

$$
\begin{align*}
V & ={ }_{3} F_{2}\left(\left.\begin{array}{c}
-k, a, b \\
-2 k, \frac{a+b}{2}
\end{array} \right\rvert\, 1\right)  \tag{6.18}\\
& =\frac{a\left(\frac{a}{2}+1\right)_{k}\left(\frac{b+1}{2}\right)_{k}+b\left(\frac{a+1}{2}\right)_{k}\left(\frac{b}{2}+1\right)_{k}}{(a+b)\left(\frac{1}{2}\right)_{k}\left(\frac{a+b}{2}+1\right)_{k}}
\end{align*}
$$

Therefore, solving for $X$ and $Y$ in (6.15) and (6.16), taking into account he property $(x+1)_{k}=(1+k / x)(x)_{k}$, after some simplification, we arrive at (6.11) and (6.12), as we wanted to prove.

Corollary 6.2 Taking $k=M-n, a=2 n+1, b=1$, (6.12) can be expressed as

$$
\begin{align*}
& { }_{3} F_{2}\left(\left.\begin{array}{c}
n-M, 2 n+1,1 \\
2 n-2 M, n
\end{array} \right\rvert\, 1\right)  \tag{6.19}\\
= & \frac{(2 M-2 n+1)(M+2 n+3 M n)+M(2 M+1)(n+1) \frac{\binom{2 M}{2 n}}{\binom{M}{n}^{2}}}{2 n(M+1)(M+2)} .
\end{align*}
$$

Let us now reduce (6.10) by using (5.10) and (6.19). Thereby, after some simplification, we arrive at

$$
\begin{align*}
\left\langle s^{2}\right\rangle= & \frac{1}{(M+1)(M+2)}  \tag{6.20}\\
& \{(2 M+1)(n-2)[M+2 n(M+1)] \\
& \left.-n(2 M-2 n+1)[M+4 n(M+1)] \frac{\binom{M}{n}^{2}}{\binom{2 M}{2 n}}\right\}
\end{align*}
$$

Finally, according to (5.11) and (6.20), the standard deviation is

$$
\begin{align*}
\sigma= & \frac{1}{M+1} \sqrt{\frac{n}{M+2}}  \tag{6.21}\\
& \left\{M(2 M+1)(M-n+1)+\frac{(2 M-2 n+1)\binom{M}{n}^{2}}{\binom{2 M}{2 n}}\right. \\
& \left.\left(\frac{n(M+2)(2 n-2 M-1)\binom{M}{n}^{2}}{\binom{2 M}{2 n}}-M(M-2 n+1)\right)\right\}^{1 / 2} \\
& n \leq M .
\end{align*}
$$

6.2. Case $\min (B, R)<n_{\text {min }} \leq n_{\text {max }} \leq \max (B, R)$

In this case, according to (3.7), we have

$$
\left\langle s^{2}\right\rangle=\frac{R!B!S_{2}^{(a)}\left(\max (R, B), \min (R, B), n_{\max }\right)}{(B+R)!\left(\max (R, B)-n_{\max }\right)!\left(n_{\max }-1\right)!}
$$

Applying the result given in (6.3), we arrive at

$$
\begin{equation*}
\left\langle s^{2}\right\rangle=\frac{n_{\max }(B+R+1)\left[n_{\max }(B+R+2)+\min (B, R)\right]}{(\max (B, R)+1)(\max (B, R)+2)} \tag{6.22}
\end{equation*}
$$

Taking into account (5.12) and knowing the fact that $B+R=\max (B, R)+\min (B, R)$, after some simplification, the standard deviation $\sigma=\sqrt{\left\langle s^{2}\right\rangle-\langle s\rangle^{2}}$ is given by

$$
\begin{align*}
\sigma= & \frac{1}{\max (B, R)+1}  \tag{6.23}\\
& \sqrt{\frac{n_{\max }(B+R+1)\left[R B-\left(n_{\max }-1\right) \min (B, R)\right]}{\max (B, R)+2}}
\end{align*}
$$

## 7. Numerical simulations

Simulations coded in MATHEMATICA confirm the results given for the mean value, i.e. (5.5), (5.11) and (5.12); and for the standard deviation, i.e. (6.9), (6.21), and (6.23). For these computational simulations, we have taken samples sizes from $N=100$ to $N=1000$. Also, for each sample size, the simulation has been repeated $n_{r}=30$ times, in order to apply the central limit theorem to the sampling distribution. Therefore, for the mean sampling distribution, we have calculated the size of the error bars as $\sigma_{m} / \sqrt{n_{r}}$, being $\sigma_{m}$ the standard deviation of the statistic $\langle s\rangle$ considering $n_{r}$ repetitions. For the standard deviation sampling distribution, we have calculated the size of the error bars as $\sigma_{s} / \sqrt{2\left(n_{r}-1\right)}$, being $\sigma_{s}$ the standard deviation of the statistic $\sigma$ considering $n_{r}$ repetitions. These error bars are a good approximation when $n_{r}>10$.

Figures 1 and 2 show the mean value $\langle s\rangle$ and the standard deviation $\sigma$ respectively, taking $n_{R}=5$, $n_{B}=7$ and $B=25, R=30$. Therefore, for the analytic calculation of $\langle s\rangle$ and $\sigma,(5.5)$ and (6.9) have been used respectively.


Figure 1. Mean value $\langle s\rangle$ for $n_{R}=5, n_{B}=7$ and $B=25, R=30$.


Figure 2. Standard deviation $\sigma$ for $n_{R}=5, n_{B}=7$ and $B=25, R=30$ 。

Figures 3 and 4 show the mean value $\langle s\rangle$ and the standard deviation $\sigma$ respectively, taking $n_{R}=18$, $n_{B}=22$ and $B=15, R=30$. Thereby, (5.12) and (6.23) have been used respectively for the calculation of $\langle s\rangle$ and $\sigma$.


Figure 3. Mean value $\langle s\rangle$ for $n_{R}=18, n_{B}=22$ and $B=15, R=30$.


Figure 4. Standard deviation $\sigma$ for $n_{R}=18, n_{B}=22$ and $B=15, R=30$.

Finally, Figures 5 and 6 show the mean value $\langle s\rangle$ and the standard deviation $\sigma$ respectively, taking $n_{R}=n_{B}=15$ and $B=R=30$. Thereby, for the analytic calculation of $\langle s\rangle$ and $\sigma$, (5.11) and (6.21) have been used respectively.


Figure 5. Mean value $\langle s\rangle$ for $n_{R}=n_{B}=15$ and $B=R=30$.


Figure 6. Standard deviation $\sigma$ for $n_{R}=n_{B}=15$ and $B=R=30$.

Notice that the error bars for the graphs of $\langle s\rangle$ contain more or less the analytic value in the erf $(1 / \sqrt{2}) \approx$ $68 \%$ of the times, confirming the theoretical prediction. This is not exactly the case of the error bars for
the graphs of $\sigma$ since the sampling distribution of the standard deviation does not have to follow a normal distribution as the sampling distribution of the mean does.

## 8. Conclusion

Similarly to the hypergeometric probability distribution, we have considered a probability distribution $P_{n_{R}, n_{B}}^{R, B}(s)$ for which the random variable is the number of draws $s$ without replacement that first obtain $n_{R}$ items of type $R$ or $n_{B}$ items of type $B$.

On the one hand, the normalization of $P_{n_{R}, n_{B}}^{R, B}(s)$ leads to the hypergeometric formula (4.9). This hypergeometric formula does not seem to be reported in the literature. However, in the particular case of $n_{R}=n_{B}$, (4.9) is reduced to (4.10), for which we provide an alternative proof. This derivation is highly nontrivial and involves a three-term ${ }_{3} \varphi_{2}$ q-hypergeometric series. Also, in the special case $n_{R}=n_{B}$ and $B=R,(4.9)$ is reduced to (4.21), for which we provide an alternative proof using a known ${ }_{3} F_{2}$ summation identity.

On the other hand, formulas for the mean value $\langle s\rangle$ and the standard deviation $\sigma$ have been obtained in (5.5) and (6.9) respectively for the case $n_{R} \leq R, n_{B} \leq B$, and in (5.12) and (6.23) for the case min $(B, R)<$ $\min \left(n_{R}, n_{B}\right), \max \left(n_{R}, n_{B}\right) \leq \max (B, R)$. Also, with the aid of the new summation formulas given in (5.7) and (6.12), reduced expressions for $\langle s\rangle$ and $\sigma$ have been derived in (5.11) and (6.21) respectively for the case $n=n_{R}=n_{B}$ and $M=B=R$, where $n \leq M$. It is worth noting that as a by-product another new summation formula has been derived in (6.11).

Finally, computer simulations have been performed in order to confirm all the results calculated for the mean value and the standard deviation. These simulations have been coded in MATHEMATICA*.

General speaking, the technique of the normalization condition shown in this paper might be applied to other probability distributions in order to search new identities involving special functions. For instance, the multivariate hypergeometric distribution generalizes the hypergeometric distribution to an arbitrary number of items types, say $N_{i}$ items of type $i$. Thereby, it is expected that the modified hypergeometric distribution presented here $P_{n_{R}, n_{B}}^{R, B}(s)$ can be generalized to an arbitrary number of items types, i.e. to $P_{n_{1}, \ldots, n_{k}}^{N_{1}, \ldots, N_{k}}(s)$. We leave this generalization as an open problem to the reader.
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