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Abstract: We prove the existence of entire large positive solutions to the system

$$
\left\{\begin{array}{l}
\left(r^{N-1} \varphi_{1}\left(u^{\prime}\right)\right)^{\prime}=r^{N-1} P_{1}(r) f(u, v), 0 \leq r<\infty \\
\left(r^{N-1} \varphi_{2}\left(v^{\prime}\right)\right)^{\prime}=r^{N-1} P_{2}(r) g(u, v), 0 \leq r<\infty \\
u(0)=a, v(0)=b, u^{\prime}(0)=0, v^{\prime}(0)=b
\end{array}\right.
$$

where the functions $\varphi_{i}(s)=\alpha_{i}\left(s^{2}\right) s, i=1,2$ are odd, increasing homeomorphisms, $P_{1}, P_{2}:[0, \infty) \rightarrow[0, \infty)$ are continuous, and $f, g:[0, \infty) \times[0, \infty) \rightarrow[0, \infty)$ are continuous and increasing functions.
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## 1. Introduction

In this paper, we study the existence of entire positive radial symmetry solutions for the combined semilinear elliptic system

$$
\left\{\begin{array}{l}
\operatorname{div}\left(\alpha_{1}\left(|\nabla u|^{2}\right) \nabla u\right)=P_{1}(|x|) f(u, v)  \tag{1.1}\\
\operatorname{div}\left(\alpha_{2}\left(|\nabla v|^{2}\right) \nabla v\right)=P_{2}(|x|) g(u, v)
\end{array}\right.
$$

$x \in \mathbb{R}^{N}$ and $N \geq 3$. We assume that the functions $P_{1}, P_{2}, f$ and $g$ satisfy the following conditions:
(L1) $P_{1}, P_{2}:[0, \infty) \rightarrow[0, \infty)$ are spherically symmetric continuous functions, that is, for $r=|x|$, we have $p_{1}(|x|)=p_{1}(r)$ and $p_{2}(|x|)=p_{2}(r) ;$
(L2) $f, g:[0, \infty) \times[0, \infty) \rightarrow[0, \infty)$ are continuous and increasing functions with $g(t, s)>0$ whenever $t, s>0$;
(L3) For fixed parameters $a, b \in(0, \infty)$, there exist continuous, nondecreasing functions $G_{1}, G_{2}, \varphi:[0, \infty) \rightarrow$ $[0, \infty)$, and constants $C_{1}$ and $C_{2}$ such that

$$
g\left(t_{1}, t_{2}\right) \leq C_{1} G_{1}\left(t_{1}+t_{2}\right)
$$

[^0]and
$$
f\left(t_{1}, M C_{1} s G_{1}\left(t_{1}+t_{2}\right)\right) \leq C_{2} G_{2}\left(t_{1}+t_{2}\right) \varphi(s), s \geq 1,
$$
where $M=\max \left\{1, \frac{b}{g(a, b)}\right\}$; and
(L4) The functions $\varphi_{i}(s)=\alpha_{i}\left(s^{2}\right) s, i=1,2$ are odd, increasing homeomorphisms on $\mathbb{R}$ and for each $r>0$, there exists a constant $B_{i r}>0$ with $B_{i r} \rightarrow 0$ as $r \rightarrow 0$, and satisfies
$$
\varphi_{i}^{-1}(r z) \leq B_{i r} \varphi_{i}^{-1}(z) \text { for } z \geq 0 \text { and } i=1,2 .
$$

We say that the functions $f$ and $g$ are increasing if for every pair $\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right) \in[0, \infty) \times[0, \infty)$ with $0 \leq u_{1} \leq u_{2}$ and $0 \leq v_{1} \leq v_{2}$, we have $f\left(u_{1}, v_{1}\right) \leq f\left(u_{2}, v_{2}\right)$ and $g\left(u_{1}, v_{1}\right) \leq g\left(u_{2}, v_{2}\right)$.

In a recent paper [1], Covei obtained sufficient conditions for the existence of bounded and unbounded entire solutions to the semilinear elliptic system

$$
\left\{\begin{array}{l}
\Delta u=p_{1}(|x|) f(u, v), x \in \mathbb{R}^{N},  \tag{1.2}\\
\Delta v=p_{2}(|x|) g(u), x \in \mathbb{R}^{N},
\end{array}\right.
$$

for $N \geq 3$, where the functions $p_{1}, p_{2}, f$ and $g$ satisfy the following conditions:
(H1) $p_{1}, p_{2}:[0, \infty) \rightarrow[0, \infty)$ are spherically symmetric continuous functions, that is, for $r=|x|$, we have $p_{1}(|x|)=p_{1}(r)$ and $p_{2}(|x|)=p_{2}(r) ;$
(H2) $f:[0, \infty) \times[0, \infty) \rightarrow[0, \infty)$ and $g:[0, \infty) \rightarrow[0, \infty)$ are continuous increasing functions with $g(s)>0$ whenever $s>0$; and
(H3) for fixed parameters $a, b \in(0, \infty)$, there exist continuous functions $h:[0, \infty) \times[0, \infty) \rightarrow[0, \infty)$ and $\varphi:[0, \infty) \rightarrow[0, \infty)$ such that $h$ is nondecreasing and there exists $C \in(0, \infty)$ such that

$$
f\left(t_{1}, t_{2} \cdot s_{2}\right) \leq \operatorname{Ch}\left(t_{1}, t_{2}\right) \cdot \varphi\left(s_{2}\right), \forall t_{2} \geq M \cdot g(a), s_{2} \geq 1,
$$

where $M=b / g(a)$ if $b>g(a)$ or $M=1$ if $b \leq g(a)$.
Many authors have studied positive entire solutions for equations of the form (1.2) with various nonlinearities. One may see the works in $[5-10,12-14]$ and the references cited therein.

Equations of the form

$$
\left\{\begin{array}{l}
\operatorname{div}\left(\varphi_{1}(|\nabla u|) \nabla u\right)+a_{1}(|x|) \varphi_{1}(|\nabla u|) \nabla u=b_{1}(|x|) f_{1}(u, v), x \in \mathbb{R}^{N},  \tag{1.3}\\
\operatorname{div}\left(\varphi_{2}(|\nabla v|) \nabla v\right)+a_{2}(|x|) \varphi_{2}(|\nabla v|) \nabla v=b_{2}(|x|) f_{2}(u, v), x \in \mathbb{R}^{N}, N \geq 3,
\end{array}\right.
$$

has been studied by Zhou [16]. The conditions assumed by Zhou [16] are $a_{i}, b_{i}: \mathbb{R}^{N} \rightarrow[0, \infty)$ are continuous, $f_{i}:[0, \infty) \times[0, \infty) \rightarrow[0, \infty), i=1,2$ are continuous and increasing. In another work, Zhang [15] studied the existence of a positive radial solution to the quasilinear elliptic system

$$
\left\{\begin{array}{l}
\operatorname{div}\left(\varphi_{1}(|\nabla u|) \nabla u\right)=a(|x|) f(v), x \in \mathbb{R}^{N},  \tag{1.4}\\
\operatorname{div}\left(\varphi_{2}(|\nabla v|) \nabla v\right)=b(|x|) g(u), x \in \mathbb{R}^{N}, N \geq 3,
\end{array}\right.
$$

where $a, b: \mathbb{R}^{N} \rightarrow[0, \infty)$ are continuous, $f, g:[0, \infty) \rightarrow[0, \infty)$ are continuous and increasing. The case where the function $\varphi_{i}(t), i=1,2$ in (1.3) and (1.4) satisfies the inequality

$$
\begin{equation*}
\left(t \varphi_{i}(t)\right)^{\prime}>0 \text { for all } t>0 \text { and } i=1,2 \tag{1.5}
\end{equation*}
$$

has been analysed respectively by the authors [16] and [15].
In a recent paper, Hai and Shivaji [4] obtained sufficient conditions for the existence of a positive radial solution for the combined semilinear system of elliptic equations

$$
\left\{\begin{array}{l}
-\operatorname{div}\left(\psi_{1}(\nabla u)\right)=\lambda_{1} f_{1}(u), a<|x|<b  \tag{1.6}\\
-\operatorname{div}\left(\psi_{2}(\nabla v)\right)=\lambda_{2} f_{2}(v), a<|x|<b
\end{array}\right.
$$

in the annular region $u=v=0,|x| \in\{a, b\}$, where $a>0, \lambda$ is a small positive parameter, $f_{i}:(0, \infty) \rightarrow \mathbb{R}$ is continuous, and the functions $\psi_{i}(s)$ satisfy the condition
(H4) $\psi_{i}(s) i=1,2$ are odd, increasing homeomorphisms on $\mathbb{R}$ and for each $c>0$, there exists a constant $A_{c}>0$ with $A_{c} \rightarrow \infty$ as $c \rightarrow \infty$ such that

$$
\psi_{i}^{-1}(c z) \geq A_{c} \psi_{i}^{-1}(z) \text { for } z \geq 0 \text { and } i=1,2
$$

The motivation of this work has arisen from (1.6) and the condition ( $\mathbf{H 4}$ ). Unlike the use of (1.5) in (1.3) and (1.4), in this paper, we shall use a condition similar to ( $\mathbf{H} 4$ ) [see condition ( $\mathbf{L} 4)$ given above].

The main result of this paper is Theorem 2.1. The conditions used in our theorem is simple and easy to verify. The conditions we require in our result is the integrability of the coefficient functions and the use of iteration process on the sequence of solutions. We have used the homeomorphism property of the function $\varphi_{i}(s), i=1,2$, which has not been used by any of the authors while dealing with the positive radial solutions of systems of the type (1.1). Our Corollary 2.2 provide simple intrgrable conditions to obtain results on the asymptotic behaviour of solutions. In the process, we provide an example (see Example 2.3), where Theorem 2.1 and Corollary 2.2 are applicable.

We note that solution $(u, v)$ of the system (1.1) is an entire large solution if it is a classical solution of (1.1) and satisfies the property

$$
\begin{equation*}
\lim _{|r| \rightarrow \infty} u(r)=\infty \text { and } \lim _{|r| \rightarrow \infty} v(r)=\infty \tag{1.7}
\end{equation*}
$$

If the property (1.7) holds for a positive solution $(u, v)$ of (1.1), then we say that $(u, v)$ is an entire large positive solution of the system (1.1).

Remark 1.1 Assumptions of the form (L4) can be found in [4]. We note that (L4) is implied by (H4).

The present work is split into three sections. Section 1 is introduction. Section 2 presents the notations and the statements pertaining to our results. Finally, Section 3 presents the proof of our main theorem.
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## 2. Statement of the main results and examples

We shall use the following notations throughout the paper.

$$
\begin{aligned}
F_{1 r} & =\int_{0}^{r} \varphi_{1}^{-1}\left(t^{1-N} \int_{0}^{t} \theta^{N-1} P_{1}(\theta) d \theta\right) d t \\
F_{2 r} & =\int_{0}^{s} \varphi_{2}^{-1}\left(t^{1-N} \int_{0}^{t} \theta^{N-1} P_{2}(\theta) d \theta\right) d t \\
B_{1 r} & =\int_{0}^{r} P_{1}(s) \varphi\left(1+\int_{0}^{s} \varphi_{2}^{-1}\left(t^{1-N} \int_{0}^{t} \theta^{N-1} P_{2}(\theta) d \theta\right) d t\right) d s \\
B_{2 r} & =\int_{0}^{r} P_{2}(s) d s \\
P(r) & =\int_{0}^{r} B_{2 \theta} d \theta, P(\infty)=\lim _{r \rightarrow \infty} P(r) \\
Q(r) & =\int_{0}^{r} B_{1 \theta} d \theta, Q(\infty)=\lim _{r \rightarrow \infty} Q(r) ; \\
H(r) & =\int_{a+b}^{r} \frac{d \theta}{\varphi_{2}^{-1}\left(G_{1}(\theta)\right)+\varphi_{1}^{-1}\left(G_{2}(\theta)\right)} \text { for } r>a+b, \text { and } H(\infty)=\lim _{r \rightarrow \infty} H(r) .
\end{aligned}
$$

Our main results of this paper are as follows:
Theorem 2.1 Assume $(L 1)-(L 4)$ and $H(\infty)=\infty$. Then the system (1.1) has a positive radial solution $(u, v) \in C^{2}([0, \infty)) \times C^{2}([0, \infty))$.

Corollary 2.2 The solution $(u, v)$, obtained in Theorem 2.1, satisfies the following properties:
(I) If

$$
\begin{equation*}
P(\infty)<\infty, Q(\infty)<\infty \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{\infty} \varphi_{2}^{-1}\left(G_{1}\left(H^{-1}\left(C_{1} P(s)+C_{2} Q(s)\right)\right)\right) B_{2 s} d s<\infty \tag{2.2}
\end{equation*}
$$

then $\lim _{r \rightarrow \infty} u(r)<\infty$ and $\lim _{r \rightarrow \infty} v(r)<\infty$.
(II) If

$$
\begin{equation*}
\int_{0}^{\infty} \varphi_{1}^{-1}\left(t^{1-N} \int_{0}^{t} s^{N-1} P_{1}(s) f\left(a, b+g(a, b) F_{2 s}\right) d s\right) d t=\infty \tag{2.3}
\end{equation*}
$$

and either

$$
\begin{equation*}
\int_{0}^{\infty} \varphi_{2}^{-1}\left(r^{1-N} \int_{0}^{r} s^{N-1} P_{2}(s) d s\right) d r=\infty \tag{2.4}
\end{equation*}
$$

or

$$
\begin{equation*}
\int_{0}^{\infty} \varphi_{2}^{-1}\left(r^{1-N} \int_{0}^{r} s^{N-1} P_{2}(s) g\left(a+f(a, b) F_{1 s}, b+g(a, b) F_{2 s}\right) d s\right) d r=\infty \tag{2.5}
\end{equation*}
$$

are satisfied, then $\lim _{r \rightarrow \infty} u(r)=\infty$ and $\lim _{r \rightarrow \infty} v(r)=\infty$.
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(III) Let $P(\infty)<\infty$ holds. Further, assume that either (2.4) or (2.5) holds. Then $\lim _{r \rightarrow \infty} u(r)<\infty$ and $\lim _{r \rightarrow \infty} v(r)=\infty$.
(IV) If both (2.2) and (2.3) holds, then $\lim _{r \rightarrow \infty} u(r)=\infty$ and $\lim _{r \rightarrow \infty} v(r)<\infty$.

Below, we give an example of the existence of entire large positive solution for (1.1). Since the existence of an entire large positive solution of the system

$$
\left\{\begin{array}{l}
\left(r^{N-1} \varphi_{1}\left(u^{\prime}\right)\right)^{\prime}=r^{N-1} P_{1}(r) f(u, v), 0 \leq r<\infty  \tag{2.6}\\
\left(r^{N-1} \varphi_{2}\left(v^{\prime}\right)\right)^{\prime}=r^{N-1} P_{2}(r) g(u, v), 0 \leq r<\infty \\
u(0)=a, v(0)=b, u^{\prime}(0)=0, v^{\prime}(0)=0
\end{array}\right.
$$

satisfying the property (1.7), is also an entire large positive solution for (1.1), we shall concentrate on the system (2.6).

Example 2.3 Consider the system of equations

$$
\left\{\begin{array}{l}
\left(r^{N-1}\left(u^{\prime}\right)^{3}\right)^{\prime}=r^{N-1} \frac{1}{3 r^{2 / 3}\left[1+\frac{9 s^{10 / 9}}{10(3 N-2)^{1 / 3}}\right]^{1 / 2}} u^{1 / 2} v^{1 / 2}, 0 \leq r<\infty  \tag{2.7}\\
\left(r^{N-1}\left(v^{\prime}\right)^{3}\right)^{\prime}=r^{N-1} \frac{1}{3 r^{2 / 3}} u v, 0 \leq r<\infty \\
u(0)=1, v(0)=1, u^{\prime}(0)=0, v^{\prime}(0)=0
\end{array}\right.
$$

Here $a=1, b=1, f(u, v)=u^{1 / 2} v^{1 / 2}, g(u, v)=u v, \varphi_{1}(r)=\varphi_{2}(r)=r^{3}, P_{1}(r)=\frac{1}{3 r^{2 / 3}\left[1+\frac{9 s^{10 / 9}}{10(3 N-2)^{1 / 3}}\right]^{1 / 2}}$ and $P_{2}(r)=\frac{1}{3 r^{2 / 3}}$. For the above choice of $f, g, P_{1}$ and $P_{2}$, we observe that ( $\left.\mathbf{L} \mathbf{1}\right)$ and ( $\left.\mathbf{L} \mathbf{2}\right)$ are satisfied. Now, for $a=b=1$, we have $M=\max \left\{1, \frac{b}{g(a, b)}\right\}=1$. Since $g\left(t_{1}, t_{2}\right)=t_{1} t_{2}<\left(t_{1}+t_{2}\right)^{2}$. Hence, assuming $C_{1}=1$ and $G_{1}(r)=r^{2}$, we have

$$
g\left(t_{1}, t_{2}\right) \leq C_{1} G_{1}\left(t_{1}+t_{2}\right)
$$

Now,

$$
f\left(t_{1}, M C_{1} s G_{1}\left(t_{1}+t_{2}\right)\right)=t_{1}^{1 / 2} s^{1 / 2}\left(t_{1}+t_{2}\right) \leq s^{1 / 2}\left(t_{1}+t_{2}\right)^{3 / 2}
$$

implies that we can set $C_{2}=1, \varphi(s)=s^{1 / 2}$ and $G_{2}(r)=r^{3 / 2}$. This shows that $(\mathbf{L} \mathbf{3})$ is satisfied. Also, we have

$$
H(r)=\int_{2}^{r} \frac{d \theta}{\theta^{2 / 3}+\theta^{1 / 2}}=\frac{r^{1 / 3}-2 r^{-2 / 3}}{1+r^{-1 / 6}} \rightarrow \infty \text { as } r \rightarrow \infty
$$

Now $B_{2 r}=r^{1 / 3} \rightarrow 0$ as $r \rightarrow 0$ and for any $r>0$,

$$
\varphi_{2}^{-1}(r z)=(r z)^{1 / 3}=r^{1 / 3} z^{1 / 3}=B_{2 r} \varphi_{2}^{-1}(z)
$$

proves that $(\mathbf{L} 4)$ is satisfied for $i=2$. Now, we shall verify $(\mathbf{L} 4)$ for $i=1$. Clearly,

$$
\varphi\left(1+F_{2 s}\right):=\varphi\left(1+\int_{0}^{s} \varphi_{2}^{-1}\left(t^{1-N} \int_{0}^{t} \theta^{N-1} P_{2}(\theta) d \theta\right) d t\right)=\left[1+\frac{9 s^{10 / 9}}{10(3 N-2)^{1 / 3}}\right]^{1 / 2}
$$

yields $B_{1 r}=r^{1 / 3}$, which tends to zero as $t \rightarrow 0$. Thus, (L4) is satisfied for $i=1$. Hence, by Theorem 2.1, (2.7) has a positive radial solution $(u, v)$.

The following calculations show that this positive radial solution $(u, v)$ is an entire positive radial solution. Indeed, the condition (2.4) follows from

$$
F_{2 s}:=\int_{0}^{s} \varphi_{2}^{-1}\left(t^{1-N} \int_{0}^{t} \theta^{N-1} P_{2}(\theta) d \theta\right) d t=\frac{9 s^{10 / 9}}{10(3 N-2)^{1 / 3}}
$$

and the condition (2.3) follows from

$$
\int_{0}^{n} \varphi_{1}^{-1}\left(t^{1-N} \int_{0}^{t} s^{N-1} P_{1}(s) f\left(a, b+g(a, b) F_{2 s}\right) d s\right) d t=\frac{3^{5 / 3} n^{10 / 9}}{10(N-2 / 3)^{1 / 3}}
$$

Hence, by the condition (II) of Corollary 2.2, the solution $(u, v)$ is an entire positive radial solution.

## 3. Proof of the main results

Proof of Theorem 2.1: Clearly, a positive radial solution of the system of ODE (2.6) is also a positive radial solution of (1.1). Let us define the sequences $\left\{u_{n}\right\}_{n \geq 0}$ and $\left\{v_{n}\right\}_{n \geq 0}$ on $[0, \infty)$, iteratively, by

$$
\left\{\begin{array}{l}
u(0)=u_{0}=a, v(0)=v_{0}=b,  \tag{3.1}\\
u_{n}(r)=a+\int_{0}^{r} \varphi_{1}^{-1}\left(t^{1-N} \int_{0}^{t} s^{N-1} P_{1}(s) f\left(u_{n-1}(s), v_{n-1}(s)\right) d s\right) d t, r \geq 0, \\
v_{n}(r)=b+\int_{0}^{r} \varphi_{2}^{-1}\left(t^{1-N} \int_{0}^{t} s^{N-1} P_{2}(s) g\left(u_{n}(s), v_{n-1}(s)\right) d s\right) d t, r \geq 0
\end{array}\right.
$$

First, we prove that the sequences $\left\{u_{n}\right\}_{n \geq 0}$ and $\left\{v_{n}\right\}_{n \geq 0}$ are nondecreasing on $[0, \infty)$. For this, we consider

$$
\begin{aligned}
u_{1}(r) & =a+\int_{0}^{r} \varphi_{1}^{-1}\left(t^{1-N} \int_{0}^{t} s^{N-1} P_{1}(s) f\left(u_{0}(s), v_{0}(s)\right) d s\right) d t \\
& =a+\int_{0}^{r} \varphi_{1}^{-1}\left(t^{1-N} \int_{0}^{t} s^{N-1} P_{1}(s) f(a, b) d s\right) d t .
\end{aligned}
$$

Since $u_{1}(r) \geq a$ and $v_{1}(r) \geq b$ for $n=1$, then

$$
\begin{aligned}
u_{1}(r) \leq a & +\int_{0}^{r} \varphi_{1}^{-1}\left(t^{1-N} \int_{0}^{t} s^{N-1} P_{1}(s) f\left(u_{1}(s), v_{1}(s)\right) d s\right) d t \\
& =u_{2}(r)
\end{aligned}
$$

implies that

$$
\begin{aligned}
v_{1}(r) & =b+\int_{0}^{r} \varphi_{2}^{-1}\left(t^{1-N} \int_{0}^{t} s^{N-1} P_{2}(s) g\left(u_{1}(s), v_{0}(s)\right) d s\right) d t \\
& =b+\int_{0}^{r} \varphi_{2}^{-1}\left(t^{1-N} \int_{0}^{t} s^{N-1} P_{2}(s) g\left(u_{1}(s), b\right) d s\right) d t \\
& \leq b+\int_{0}^{r} \varphi_{2}^{-1}\left(t^{1-N} \int_{0}^{t} s^{N-1} P_{2}(s) g\left(u_{2}(s), v_{1}(s)\right) d s\right) d t
\end{aligned}
$$

$$
=v_{2}(r)
$$

Similarly,

$$
\begin{aligned}
u_{2}(r) & =a+\int_{0}^{r} \varphi_{1}^{-1}\left(t^{1-N} \int_{0}^{t} s^{N-1} P_{1}(s) f\left(u_{1}(s), v_{1}(s)\right) d s\right) d t \\
& \leq a+\int_{0}^{r} \varphi_{1}^{-1}\left(t^{1-N} \int_{0}^{t} s^{N-1} P_{1}(s) f\left(u_{2}(s), v_{2}(s)\right) d s\right) d t \\
& =u_{3}(r)
\end{aligned}
$$

implies

$$
\begin{aligned}
v_{2}(r) & =b+\int_{0}^{r} \varphi_{2}^{-1}\left(t^{1-N} \int_{0}^{t} s^{N-1} P_{2}(s) g\left(u_{2}(s), v_{1}(s)\right) d s\right) d t \\
& \leq b+\int_{0}^{r} \varphi_{2}^{-1}\left(t^{1-N} \int_{0}^{t} s^{N-1} P_{2}(s) g\left(u_{3}(s), v_{2}(s)\right) d s\right) d t \\
& =v_{3}(r)
\end{aligned}
$$

Hence, by induction, the sequences $\left\{u_{n}\right\}_{n \geq 0}$ and $\left\{v_{n}\right\}_{n \geq 0}$ are nondecreasing on $[0, \infty)$.
Now we prove that the nondecreasing sequences $\left\{u_{n}\right\}_{n \geq 0}$ and $\left\{v_{n}\right\}_{n \geq 0}$ are bounded above on any bounded interval. By the monotonicity of $\left\{u_{n}\right\}_{n \geq 0},\left\{v_{n}\right\}_{n \geq 0}, f, g, \varphi_{1}^{-1}$ and $\varphi_{2}^{-1}$, we have

$$
\begin{align*}
\left(r^{N-1} \varphi_{1}\left(u_{n}^{\prime}(r)\right)\right)^{\prime} & =r^{N-1} P_{1}(r) f\left(u_{n-1}(r), v_{n-1}(r)\right) \\
& \leq r^{N-1} P_{1}(r) f\left(u_{n}(r), v_{n}(r)\right) \tag{3.2}
\end{align*}
$$

and

$$
\begin{align*}
\left(r^{N-1} \varphi_{2}\left(v_{n}^{\prime}(r)\right)\right)^{\prime} & =r^{N-1} P_{2}(r) g\left(u_{n}(r), v_{n-1}(r)\right) \\
& \leq r^{N-1} P_{2}(r) g\left(u_{n}(r), v_{n}(r)\right) \tag{3.3}
\end{align*}
$$

Integrating (3.2) from 0 to $r$, we obtain

$$
\begin{aligned}
u_{n}^{\prime}(r) & \leq \varphi_{1}^{-1}\left(r^{1-N} \int_{0}^{r} s^{N-1} P_{1}(s) f\left(u_{n}(s), v_{n}(s)\right) d s\right) \\
& =\varphi_{1}^{-1}\left(r^{1-N} \int_{0}^{r} s^{N-1} P_{1}(s) f\left(u_{n}(s), b+\int_{0}^{s} \varphi_{2}^{-1}\left(t^{1-N} \int_{0}^{t} \theta^{N-1} P_{2}(\theta) g\left(u_{n}(\theta), v_{n-1}(\theta)\right) d \theta\right) d t\right) d s\right) \\
& \leq \varphi_{1}^{-1}\left(r^{1-N} \int_{0}^{r} s^{N-1} P_{1}(s) f\left(u_{n}(s), b+\int_{0}^{s} \varphi_{2}^{-1}\left(t^{1-N} \int_{0}^{t} \theta^{N-1} P_{2}(\theta) g\left(u_{n}(\theta), v_{n}(\theta)\right) d \theta\right) d t\right) d s\right) \\
& \leq \varphi_{1}^{-1}\left(r^{1-N} \int_{0}^{r} s^{N-1} P_{1}(s) f\left(u_{n}(s), b+\int_{0}^{s} \varphi_{2}^{-1}\left(t^{1-N} g\left(u_{n}(t), v_{n}(t)\right) \int_{0}^{t} \theta^{N-1} P_{2}(\theta) d \theta\right) d t\right) d s\right) \\
& \leq \varphi_{1}^{-1}\left(r^{1-N} \int_{0}^{r} s^{N-1} P_{1}(s) f\left(u_{n}(s), b+g\left(u_{n}(s), v_{n}(s)\right) F_{2 s}\right) d s\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq \varphi_{1}^{-1}\left(r^{1-N} \int_{0}^{r} s^{N-1} P_{1}(s) f\left(u_{n}(s), g\left(u_{n}(s), v_{n}(s)\right)\left(\frac{b}{g\left(u_{n}(s), v_{n}(s)\right)}+F_{2 s}\right)\right) d s\right) \\
& \leq \varphi_{1}^{-1}\left(r^{1-N} \int_{0}^{r} s^{N-1} P_{1}(s) f\left(u_{n}(s), g\left(u_{n}(s), v_{n}(s)\right)\left(\frac{b}{g(a, b)}+F_{2 s}\right)\right) d s\right) \\
& \leq \varphi_{1}^{-1}\left(r^{1-N} \int_{0}^{r} s^{N-1} P_{1}(s) f\left(u_{n}(s), M g\left(u_{n}(s), v_{n}(s)\right)\left(1+F_{2 s}\right)\right) d s\right) \\
& \leq \varphi_{1}^{-1}\left(r^{1-N} \int_{0}^{r} s^{N-1} P_{1}(s) C_{2} G_{2}\left(u_{n}(s)+v_{n}(s)\right) \varphi\left(1+F_{2 s}\right) d s\right) \\
& \leq C_{2} \varphi_{1}^{-1}\left(r^{1-N} G_{2}\left(u_{n}(r)+v_{n}(r)\right) \int_{0}^{r} s^{N-1} P_{1}(s) \varphi\left(1+F_{2 s}\right) d s\right) .
\end{aligned}
$$

Since $G_{2}$ is nondecreasing and $r^{1-N}<s^{1-N}$ for $0<s<r$, using (L4) we have

$$
\begin{align*}
u_{n}^{\prime}(r) & \leq C_{2} \varphi_{1}^{-1}\left(G_{2}\left(u_{n}(r)+v_{n}(r)\right)\right) r^{1-N} \int_{0}^{r} s^{N-1} P_{1}(s) \varphi\left(1+F_{2 s}\right) d s \\
& \leq C_{2}\left[\varphi_{2}^{-1}\left(G_{1}\left(u_{n}(r)+v_{n}(r)\right)\right)+\varphi_{1}^{-1}\left(G_{2}\left(u_{n}(r)+v_{n}(r)\right)\right)\right] B_{1 r} \tag{3.4}
\end{align*}
$$

Integrating (3.3) from 0 to $r$, we get

$$
\begin{aligned}
v_{n}^{\prime}(r) & \leq \varphi_{2}^{-1}\left(r^{1-N} \int_{0}^{r} s^{N-1} P_{2}(s) g\left(u_{n}(s), v_{n}(s)\right) d s\right) \\
& \leq \varphi_{2}^{-1}\left(r^{1-N} \int_{0}^{r} s^{N-1} C_{1} P_{2}(s) G_{1}\left(u_{n}(s)+v_{n}(s)\right) d s\right)
\end{aligned}
$$

Since $r^{1-N}<s^{1-N}$ for $0<s<r$, then by (L4), the above inequality gives

$$
\begin{align*}
v_{n}^{\prime}(r) & \leq C_{1} \varphi_{2}^{-1}\left(G_{1}\left(u_{n}(r)+v_{n}(r)\right)\right) r^{1-N} \int_{0}^{r} s^{N-1} P_{2}(s) d s  \tag{3.5}\\
& \leq C_{1}\left[\varphi_{2}^{-1}\left(G_{1}\left(u_{n}(r)+v_{n}(r)\right)\right)+\varphi_{1}^{-1}\left(G_{2}\left(u_{n}(r)+v_{n}(r)\right)\right)\right] B_{2 r} \tag{3.6}
\end{align*}
$$

Hence from (3.4) and (3.6), we have

$$
\begin{equation*}
\frac{u_{n}^{\prime}(r)+v_{n}^{\prime}(r)}{\varphi_{2}^{-1}\left(G_{1}\left(u_{n}(r)+v_{n}(r)\right)\right)+\varphi_{1}^{-1}\left(G_{2}\left(u_{n}(r)+v_{n}(r)\right)\right)} \leq C_{1} B_{2 r}+C_{2} B_{1 r} \tag{3.7}
\end{equation*}
$$

Integrating (3.7) from 0 to $r$, we get

$$
\int_{a+b}^{u_{n}(r)+v_{n}(r)} \frac{d \theta}{\varphi_{2}^{-1}\left(G_{1}(\theta)\right)+\varphi_{1}^{-1}\left(G_{2}(\theta)\right)} \leq C_{1} P(r)+C_{2} Q(r)
$$

that is,

$$
H\left(u_{n}(r)+v_{n}(r)\right) \leq C_{1} P(r)+C_{2} Q(r)
$$

Since $H$ is a bijection map with $H^{-1}$ increasing, it follows that

$$
\begin{equation*}
u_{n}(r)+v_{n}(r) \leq H^{-1}\left(C_{1} P(r)+C_{2} Q(r)\right) \tag{3.8}
\end{equation*}
$$

Then from (3.5), we have

$$
\begin{equation*}
v_{n}^{\prime}(r) \leq C_{1} \varphi_{2}^{-1}\left(G_{1}\left(H^{-1}\left(C_{1} P(r)+C_{2} Q(r)\right)\right)\right) B_{2 r} \tag{3.9}
\end{equation*}
$$

Integrating (3.9) from 0 to $r$, we have

$$
\begin{equation*}
v_{n}(r) \leq b+C_{1} \int_{0}^{r} \varphi_{2}^{-1}\left(G_{1}\left(H^{-1}\left(C_{1} P(s)+C_{2} Q(s)\right)\right)\right) B_{2 s} d s \tag{3.10}
\end{equation*}
$$

Now, from (3.1), we have

$$
\begin{equation*}
v_{n}(r) \geq b+g(a, b) F_{2 r} \geq g(a, b) F_{2 r} \tag{3.11}
\end{equation*}
$$

Consequently, from (3.8) and (3.11), we have

$$
\begin{equation*}
u_{n}(r) \leq H^{-1}\left(C_{1} P(r)+C_{2} Q(r)\right)-g(a, b) F_{2 r} \tag{3.12}
\end{equation*}
$$

Hence, from (3.10) and (3.12), we see that the upper bounds on $\left\{u_{n}(r)\right\}_{n \geq 0}$ and $\left\{v_{n}(r)\right\}_{n \geq 0}$ depends on $r$.
Now, we claim that the sequences $\left\{u_{n}\right\}_{n \geq 0}$ and $\left\{v_{n}\right\}_{n \geq 0}$ are bounded and equicontinuous on [0, $C_{0}$ ] for arbitrary $C_{0}>0$. Indeed, from (3.1), we have

$$
\begin{align*}
u_{n}^{\prime}(r) & =\varphi_{1}^{-1}\left(r^{1-N} \int_{0}^{r} s^{N-1} P_{1}(s) f\left(u_{n-1}(s), v_{n-1}(s)\right) d s\right)  \tag{3.13}\\
& \geq f(a, b) \varphi_{1}^{-1}\left(r^{1-N} \int_{0}^{r} s^{N-1} P_{1}(s) d s\right) \geq 0
\end{align*}
$$

and

$$
\begin{aligned}
v_{n}^{\prime}(r) & =\varphi_{2}^{-1}\left(r^{1-N} \int_{0}^{r} s^{N-1} P_{2}(s) g\left(u_{n}(s), v_{n-1}(s)\right) d s\right) \\
& \geq g(a, b) \varphi_{2}^{-1}\left(r^{1-N} \int_{0}^{r} s^{N-1} P_{2}(s) d s\right) \geq 0
\end{aligned}
$$

which gives

$$
\begin{equation*}
u_{n}(r) \leq u_{n}\left(C_{0}\right) \leq C_{3} \text { and } v_{n}(r) \leq v_{n}\left(C_{0}\right) \leq C_{4} \tag{3.14}
\end{equation*}
$$

where,

$$
C_{3}=H^{-1}\left(C_{1} P\left(C_{0}\right)+C_{2} Q\left(C_{0}\right)\right)-g(a, b) \int_{0}^{C_{0}} \varphi_{2}^{-1}\left(t^{1-N} \int_{0}^{t} s^{N-1} P_{2}(s) d s\right) d t
$$

and

$$
C_{4}=b+C_{1} \int_{0}^{C_{0}} \varphi_{2}^{-1}\left(G_{1}\left(H^{-1}\left(C_{1} P(r)+C_{2} Q(r)\right)\right)\right) B_{2 r} d r
$$

are positive constants. Hence $\left\{u_{n}\right\}_{n \geq 0}$ and $\left\{v_{n}\right\}_{n \geq 0}$ are bounded on $\left[0, C_{0}\right]$ for arbitrary $C_{0}>0$.
Next, we show that $u_{n}^{\prime}(r)$ and $v_{n}^{\prime}(r)$ are bounded on $\left[0, C_{0}\right]$. Indeed using (3.14), we obtain from (3.13) that

$$
u_{n}^{\prime}(r) \leq f\left(C_{3}, C_{4}\right) \varphi_{1}^{-1}\left(r^{1-N} \int_{0}^{r} s^{N-1} P_{1}(s) d s\right)
$$

$$
\begin{aligned}
& \leq f\left(C_{3}, C_{4}\right)\left\|P_{1}\right\|_{\infty} \cdot \varphi_{1}^{-1}\left(r^{1-N} r^{N-1} \int_{0}^{r} d s\right) \\
& \leq f\left(C_{3}, C_{4}\right)\left\|P_{1}\right\|_{\infty} \cdot \varphi_{1}^{-1}(r)
\end{aligned}
$$

Hence, for $r \in\left[0, C_{0}\right]$, we have

$$
\begin{equation*}
u_{n}^{\prime}(r) \leq f\left(C_{3}, C_{4}\right)\|P\|_{\infty} \cdot \varphi_{1}^{-1}\left(C_{0}\right) \tag{3.15}
\end{equation*}
$$

Similarly, using (3.14) from (3.3) we have that

$$
\begin{aligned}
v_{n}^{\prime}(r) & =\varphi_{2}^{-1}\left(r^{1-N} \int_{0}^{r} s^{N-1} P_{2}(s) g\left(u_{n}(s), v_{n-1}(s)\right) d s\right) \\
& \leq g\left(C_{3}, C_{4}\right) \varphi_{2}^{-1}\left(r^{1-N} r^{N-1} \int_{0}^{r} P_{2}(s) d s\right) \\
& \leq g\left(C_{3}, C_{4}\right)\left\|P_{2}\right\|_{\infty} \cdot \varphi_{2}^{-1}(r)
\end{aligned}
$$

Hence, for $r \in\left[0, C_{0}\right]$, we have

$$
\begin{equation*}
v_{n}^{\prime}(r) \leq g\left(C_{3}, C_{4}\right)\left\|P_{2}\right\|_{\infty} \cdot \varphi_{2}^{-1}\left(C_{0}\right) \tag{3.16}
\end{equation*}
$$

Finally, we prove that $\left\{u_{n}\right\}_{n \geq 0}$ and $\left\{v_{n}\right\}_{n \geq 0}$ are equicontinuous functions on $\left[0, C_{0}\right]$ for arbitrary $C_{0}>0$. Let $\epsilon_{1}>0, \epsilon_{2}>0$ are arbitrary constants. Applying mean value theorem on $u_{n}, v_{n}$ and using (3.15),(3.16) we obtain that

$$
\begin{aligned}
\left|u_{n}(x)-u_{n}(y)\right| & \leq\left|u_{n}^{\prime}\left(\xi_{1}\right)\right||x-y| \\
& \leq f\left(C_{3}, C_{4}\right)\left\|P_{1}\right\|_{\infty} \cdot \varphi_{1}^{-1}\left(C_{0}\right)|x-y|
\end{aligned}
$$

and

$$
\begin{aligned}
\left|v_{n}(x)-v_{n}(y)\right| & \leq\left|v_{n}^{\prime}\left(\xi_{2}\right) \| x-y\right| \\
& \leq g\left(C_{3}, C_{4}\right)\left\|P_{2}\right\|_{\infty} \cdot \varphi_{2}^{-1}\left(C_{0}\right)|x-y|
\end{aligned}
$$

The above inequality holds for all $n \in N$ and for $x, y \in\left[0, C_{0}\right]$. Now setting

$$
\delta_{1}=\frac{\epsilon_{1}}{f\left(C_{3}, C_{4}\right)\left\|P_{1}\right\|_{\infty} \varphi_{1}^{-1}\left(C_{0}\right)} \text { and } \delta_{2}=\frac{\epsilon_{2}}{g\left(C_{3}, C_{4}\right)\left\|P_{2}\right\|_{\infty} \varphi_{2}^{-1}\left(C_{0}\right)}
$$

we see that $\left\{u_{n}\right\}_{n \geq 0}$ and $\left\{v_{n}\right\}_{n \geq 0}$ are equicontinuous family of functions on $\left[0, C_{0}\right]$. Since, both $\left\{u_{n}\right\}_{n \geq 0}$ and $\left\{v_{n}\right\}_{n \geq 0}$ are bounded and equicontinuous for arbitrary $C_{0}>0$, by Arzela-Ascoli theorem, $\left\{u_{n}\right\}$ and $\left\{v_{n}\right\}$ have subsequences converging uniformly to $u$ and $v$ respectively on $\left[0, C_{0}\right]$. By the arbitrariness of $C_{0}$, we see that $u$ and $v$ are positive entire solutions of (2.6), and thus $(u, v)$ is a radially symmetric positive solution of the system (1.1) with $u(0)=a$ and $v(0)=b$. The $u(r)$ and $v(r)$ are given by

$$
u(r)=a+\int_{0}^{r} \varphi_{1}^{-1}\left(t^{1-N} \int_{0}^{t} s^{N-1} P_{1}(s) f(u(s), v(s)) d s\right) d t, r \geq 0
$$

and

$$
v(r)=b+\int_{0}^{r} \varphi_{2}^{-1}\left(t^{1-N} \int_{0}^{t} s^{N-1} P_{2}(s) g(u(s), v(s)) d s\right) d t, r \geq 0
$$

This completes the proof of the theorem.
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