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#### Abstract

In this study, we investigate the regularized sums of eigenvalues, oscillation of eigenfunctions and solutions of inverse nodal problems of discontinuous Sturm-Liouville operators with a delayed argument and with a finite number of transmission conditions. With this aim, we obtain asymptotic formulas for eigenvalues, eigenfunctions and nodal points of the problem. Moreover, some numerical examples are given to illustrate the results. The problem differs from the other discontinuous Sturm-Liouville problems with retarded argument in that it contains a spectral parameter in boundary conditions. If we take the delayed argument $\Delta \equiv 0$, the coefficients $\alpha_{i}^{+}=\beta_{i}^{+}=0(i=1,2)$ in boundary conditions and the transmission coefficients $\delta_{i}=1(i=\overline{1, m-1})$ the results obtained below coincide with corresponding results in the classical Sturm--Liouville operator.
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## 1. Introduction

Sturm-Liouville problems with transmission conditions (also known as interface conditons, discontinuity conditions, impulse effects) arise in many applications. Amongst the applications are thermal conduction in a thin laminated plate made up of layers of different materials and diffraction problems. The main goal of this paper is to extent and generalize some approaches and results of this kind of boundary value problems to similar types of problems but with spectral parameter dependent boundary conditions. With this aim, we calculate regularized traces and solve inverse nodal problems of a class of Sturm-Liouville operators with delayed argument and with a finite number of transmission conditions.

We consider the following boundary value problem which consists of the differential equation

$$
\begin{equation*}
y^{\prime \prime}(t)+q(t) y(t-\Delta(t))+\mu^{2} y(t)=0 \tag{1.1}
\end{equation*}
$$

on $\Omega=\cup_{j=0}^{m} \Omega_{j}\left(\Omega_{0}=\left[0, \theta_{1}\right), \Omega_{i}=\left(\theta_{i}, \theta_{i+1}\right)(i=\overline{1, m-1}), \Omega_{m}=\left(\theta_{m}, \pi\right]\right)$, spectral parameter dependent boundary conditions

$$
\begin{align*}
& \alpha_{1}^{-} y(0)-\alpha_{2}^{-} y^{\prime}(0)+\mu\left(\alpha_{1}^{+} y(0)-\alpha_{2}^{+} y^{\prime}(0)\right)=0  \tag{1.2}\\
& \beta_{1}^{-} y(\pi)-\beta_{2}^{-} y^{\prime}(\pi)+\mu\left(\beta_{1}^{+} y(\pi)-\beta_{2}^{+} y^{\prime}(\pi)\right)=0 \tag{1.3}
\end{align*}
$$
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and transmission conditions

$$
\begin{gather*}
y\left(\theta_{i}-\right)-\delta_{i} y\left(\theta_{i}+\right)=0  \tag{1.4}\\
y^{\prime}\left(\theta_{i}-\right)-\delta_{i} y^{\prime}\left(\theta_{i}+\right)=0 \tag{1.5}
\end{gather*}
$$

where the real-valued function $q(t)$ is continuous in $\Omega$ and has finite limits

$$
q\left(\theta_{i} \pm\right)=\lim _{t \rightarrow \theta_{i} \pm} q(t)
$$

the real-valued function $\Delta(t) \geq 0$ is continuous in $\Omega$ and has finite limits

$$
\Delta\left(\theta_{i} \pm\right)=\lim _{t \rightarrow \theta_{i} \pm} \Delta(t)
$$

if $t \in \Omega_{1}$ then $t-\Delta(t) \geq 0$; if $t \in \Omega_{i}$ then $t-\Delta(t) \geq \theta_{i} \quad(i=\overline{2, m}) ; \mu$ is a spectral parameter; $\alpha_{j}^{ \pm}, \beta_{j}^{ \pm}$ $(j=1,2), \delta_{i} \neq 0, \theta_{i}(i=\overline{1, m})$ are arbitrary real numbers such that $\theta_{0}=0<\theta_{1}<\theta_{2}<\ldots \theta_{m}<\theta_{m+1}=\pi$ and $\alpha_{2}^{+} \beta_{2}^{+} \neq 0$.

In physcial systems, the presence of a time lag is observed experimentally. Therefore, various applied problems formulated with the use of delayed arguments. Such a consideration is an improvement compared with the model of an "ideal" process which is obtained if it is assumed that there are no delays at all, that the "functioning takes place instantly (The case $\Delta \equiv 0$ ). The delayed argument $\Delta$ reflects rather well the real process in a number of cases, for example, when the delayed argument is connected with the transmission of an audio signal, in hydraulic shock or in other wave processes. In other cases, such an assumption describes a process approximately and more roughly. Problems with feedback controls such as the steady states of a thermostat, where a controller at one of its ends adds or removes heat, depending upon the temperature registered in another point, can be interpreted with a second-order ordinary differential equation with spectral parameter dependent boundary conditions. However, the delayed argument in the differential equation (1.1) allows us to take into consideration the delays (retardations) in time for the abovementioned applied problems.

We want to also note that some eigenvalue problems encountered in areas of data mining requires the investigation of traces of operators and matrices optimizing the certain properties of given input highdimensional data (see [12, 14]).

The paper is organized as follows. In Section 2 notation and definitions used in the paper are stated. In the same section, we also write the general solution of the (1.1) corresponding to the initial function $\varphi(t, \mu)$ in terms of fundamental solutions of the initial value problem (1.1), (2.1)-(2.2), investigate the spectrum and find a formula for the regularized sums of eigenvalues. In Section 3 we obtain asymptotic formulas of nodal points for the boundary value problem (1.1)-(1.5) and construct the potential function using these formulas. Later on, in the same section, we give two numerical examples to illustrate and verify the results.

## 2. Regularized trace

Let $\varphi_{1}(t, \mu)$ be a solution of (1.1) on $\left[0, \theta_{1}\right]$, satisfying the initial conditions

$$
\begin{equation*}
\varphi_{1}(0, \mu)=\mu \alpha_{2}^{+}+\alpha_{2}^{-} \text {and } \varphi_{1}^{\prime}(0, \mu)=\mu \alpha_{1}^{+}+\alpha_{1}^{-} \tag{2.1}
\end{equation*}
$$

The conditions (2.1) define a unique solution of Eq. (1.1) on $\Omega_{1} \cup \theta_{1}$ (see [5, 15]).

After defining the above solution, then we will define the solution $\varphi_{i}(t, \mu)$ of (1.1) on $\Omega_{i} \cup\left\{\theta_{i}, \theta_{i+1}\right\}$ ( $i=\overline{2, m}$ ) by means of the solution $\varphi_{1}(t, \mu)$ using the initial conditions

$$
\begin{equation*}
\varphi_{i+1}\left(\theta_{i}, \mu\right)=\frac{\varphi_{i}\left(\theta_{i}, \mu\right)}{\delta_{i}} \text { and } \quad \varphi_{i+1}^{\prime}\left(\theta_{i}, \mu\right)=\frac{\varphi_{i}^{\prime}\left(\theta_{i}, \mu\right)}{\delta_{i}} \tag{2.2}
\end{equation*}
$$

The conditions (2.2) define a unique solution of (1.1) on $\Omega_{i} \cup\left\{\theta_{i}, \theta_{i+1}\right\} \quad(i=\overline{2, m})$ (see $\left.[1-3,6,13,21]\right)$.
Let us define the function $\varphi(t, \mu)$ by the equality

$$
\varphi(t, \mu)=\varphi_{i+1}(t, \mu), t \in \Omega_{i}(i=\overline{0, m})
$$

Consequently, $\varphi(t, \mu)$ is a solution of (1.1) on $\Omega$, which satisfies one of the boundary conditions and the transmission conditions (1.4)-(1.5). Then the following integral equations hold:

$$
\begin{align*}
& \varphi_{1}(t, \mu)=\left(\mu \alpha_{2}^{+}+\alpha_{2}^{-}\right) \cos (\mu t)-\frac{\mu \alpha_{1}^{+}+\alpha_{1}^{-}}{\mu} \sin (\mu t)-\frac{1}{\mu} \int_{0}^{t} q(\tau) \sin (\mu(t-\tau)) \varphi_{1}(\tau-\Delta(\tau), \mu) d \tau  \tag{2.3}\\
& \varphi_{i+1}(t, \mu)=\frac{1}{\delta_{i}} \varphi_{i}\left(\theta_{i}, \mu\right) \cos \left(\mu\left(t-\theta_{i}\right)\right)+\frac{\varphi_{i}^{\prime}\left(\theta_{i}, \mu\right)}{\mu \delta_{i}} \sin \left(\mu\left(t-\theta_{i}\right)\right) \\
&-\frac{1}{\mu} \int_{\theta_{i}}^{t} q(\tau) \sin (\mu(t-\tau)) \varphi_{i+1}(\tau-\Delta(\tau), \mu) d \tau, \quad(i=\overline{1, m}) \tag{2.4}
\end{align*}
$$

If we solve the equations (2.3)-(2.4) by the method of successive approximation then we obtain the following asymptotic equalities for $|\mu| \rightarrow \infty$ :

$$
\begin{gather*}
\varphi_{1}(t, \mu)=\mu \alpha_{2}^{+} \cos (\mu t)+\alpha_{2}^{-} \cos (\mu t)-\alpha_{1}^{+} \sin (\mu t)-\frac{\alpha_{2}^{+}}{2} \int_{0}^{t} q(\tau) \sin (\mu(t-\Delta(\tau))) d \tau \\
-\frac{\alpha_{2}^{+}}{2} \int_{0}^{t} q(\tau) \sin (\mu(t-2 \tau+\Delta(\tau))) d \tau+\frac{1}{\mu}\left(\alpha_{1}^{-} \sin (\mu t)-\frac{\alpha_{2}^{-}}{2} \int_{0}^{t} q(\tau) \sin (\mu(t-\Delta(\tau))) d \tau\right. \\
-\frac{\alpha_{2}^{-}}{2} \int_{0}^{t} q(\tau) \sin (\mu(t-2 \tau+\Delta(\tau))) d \tau+\frac{\alpha_{1}^{+}}{2} \int_{0}^{t} q(\tau) \cos (\mu(t-\Delta(\tau))) d \tau \\
\left.-\frac{\alpha_{1}^{+}}{2} \int_{0}^{t} q(\tau) \cos (\mu(t-2 \tau+\Delta(\tau))) d \tau\right)+\mathcal{O}\left(\frac{1}{\mu^{2}}\right)  \tag{2.5}\\
\varphi_{i+1}(t, \mu)=\frac{1}{\prod_{i=1}^{m} \delta_{i}}\left(\mu \alpha_{2}^{+} \cos (\mu t)+\left(\alpha_{2}^{-} \cos (\mu t)-\alpha_{1}^{+} \sin (\mu t)\right)\right.
\end{gather*}
$$

$$
\begin{equation*}
\left.-\frac{\alpha_{2}^{+}}{2} \int_{0}^{t} q(\tau) \sin (\mu(t-\Delta(\tau))) d \tau-\frac{\alpha_{2}^{+}}{2} \int_{0}^{t} q(\tau) \sin (\mu(t-2 \tau+\Delta(\tau))) d \tau\right)+\mathcal{O}\left(\frac{1}{\mu}\right) \tag{2.6}
\end{equation*}
$$

Differentiating (2.5)-(2.6) with respect to $t$, we get

$$
\begin{gather*}
\varphi_{1}^{\prime}(t, \mu)=-\mu^{2} \alpha_{2}^{+} \sin (\mu t)+\mu\left(-\alpha_{2}^{-} \sin (\mu t)-\alpha_{1}^{+} \cos (\mu t)-\frac{\alpha_{2}^{+}}{2} \int_{0}^{t} q(\tau) \cos (\mu(t-\Delta(\tau))) d \tau\right. \\
\left.-\frac{\alpha_{2}^{+}}{2} \int_{0}^{t} q(\tau) \cos (\mu(t-2 \tau+\Delta(\tau))) d \tau\right)+\alpha_{1}^{-} \cos (\mu t) \\
-\frac{\alpha_{2}^{-}}{2} \int_{0}^{t} q(\tau) \cos (\mu(t-\Delta(\tau))) d \tau-\frac{\alpha_{2}^{-}}{2} \int_{0}^{t} q(\tau) \cos (\mu(t-2 \tau+\Delta(\tau))) d \tau \\
-\frac{\alpha_{1}^{+}}{2} \int_{0}^{t} q(\tau) \sin (\mu(t-\Delta(\tau))) d \tau+\frac{\alpha_{1}^{+}}{2} \int_{0}^{t} q(\tau) \sin (\mu(t-2 \tau+\Delta(\tau))) d \tau+\mathcal{O}\left(\frac{1}{\mu}\right),  \tag{2.7}\\
\varphi_{i+1}^{\prime}(t, \mu)=-\frac{1}{\prod_{i=1}^{m} \delta_{i}}\left[\alpha_{2}^{+} \mu^{2} \sin (\mu t)+\mu\left(-\alpha_{2}^{-} \sin (\mu t)-\alpha_{1}^{+} \cos (\mu t)-\frac{\alpha_{2}^{+}}{2} \int_{0}^{t} q(\tau) \cos (\mu(t-\Delta(\tau))) d \tau\right.\right. \\
 \tag{2.8}\\
\left.\left.-\frac{\alpha_{2}^{+}}{2} \int_{0}^{t} q(\tau) \cos (\mu(t-2 \tau+\Delta(\tau))) d \tau\right)\right]+\mathcal{O}(1), i=\overline{1, m}
\end{gather*}
$$

The solution $\varphi(t, \mu)$ defined above is a nontrivial solution of (1.1) satisfying conditions (1.2) and (1.4)-(1.5). Putting $\varphi(t, \mu)$ into (1.3), we get the characteristic equation

$$
\begin{equation*}
\Xi(\mu) \equiv\left(\mu \beta_{1}^{+}+\beta_{1}^{-}\right) \varphi(\pi, \mu)-\left(\mu \beta_{2}^{+}+\beta_{2}^{-}\right) \varphi^{\prime}(\pi, \mu)=0 \tag{2.9}
\end{equation*}
$$

The set of eigenvalues of boundary value problem (1.1)-(1.5) coincides with the set of the squares of roots of (2.9) and eigenvalues are simple (see [15], Theorem 2.1.1]). From (2.5)-(2.9), we obtain

$$
\begin{gathered}
\Xi(\mu) \equiv \frac{\mu^{3} \alpha_{2}^{+} \beta_{2}^{+}}{\prod_{i=1}^{m} \delta_{i}} \sin (\mu \pi)+\frac{\mu^{2}}{\prod_{i=1}^{m} \delta_{i}}\left[\left(\alpha_{2}^{+} \beta_{1}^{+}+\alpha_{1}^{+} \beta_{2}^{+}\right.\right. \\
\left.+\frac{\alpha_{2}^{+} \beta_{2}^{+}}{2} \int_{0}^{\pi} q(\tau) \cos (\mu \Delta(\tau)) d \tau+\frac{\alpha_{2}^{+} \beta_{2}^{+}}{2} \int_{0}^{\pi} q(\tau) \cos (\mu(2 \tau-\Delta(\tau))) d \tau\right) \cos (\mu \pi) \\
\left.+\left(\alpha_{2}^{-} \beta_{2}^{+}+\alpha_{2}^{+} \beta_{2}^{-}+\frac{\alpha_{2}^{+} \beta_{2}^{+}}{2} \int_{0}^{\pi} q(\tau) \sin (\mu \Delta(\tau)) d \tau+\frac{\alpha_{2}^{+} \beta_{2}^{+}}{2} \int_{0}^{\pi} q(\tau) \sin (\mu(2 \tau-\Delta(\tau))) d \tau\right) \sin (\mu \pi)\right]+\mathcal{O}(\mu)
\end{gathered}
$$

which is deduced to

$$
\begin{gather*}
\Xi(\mu)=\frac{\mu^{3} \alpha_{2}^{+} \beta_{2}^{+}}{\prod_{i=1}^{m} \delta_{i}} \sin (\mu \pi)+\frac{\mu^{2}}{\prod_{i=1}^{m} \delta_{i}}\left[\left(\alpha_{2}^{+} \beta_{1}^{+}+\alpha_{1}^{+} \beta_{2}^{+}\right.\right. \\
\left.\left.+\alpha_{2}^{+} \beta_{2}^{+}\left(U^{+}(\mu)+V^{+}(\mu)\right)\right) \cos (\mu \pi)+\left(\alpha_{2}^{-} \beta_{2}^{+}+\alpha_{2}^{+} \beta_{2}^{-}+\alpha_{2}^{+} \beta_{2}^{+}\left(U^{-}(\mu)+V^{-}(\mu)\right)\right) \sin (\mu \pi)\right]+\mathcal{O}(\mu) . \tag{2.10}
\end{gather*}
$$

Here,

$$
\begin{gathered}
U^{+}(\mu)=\frac{1}{2} \int_{0}^{\pi} q(\tau) \cos (\mu \Delta(\tau)) d \tau, \quad U^{-}(\mu)=\frac{1}{2} \int_{0}^{\pi} q(\tau) \sin (\mu \Delta(\tau)) d \tau \\
V^{+}(\mu)=\frac{1}{2} \int_{0}^{\pi} q(\tau) \cos (\mu(2 \tau-\Delta(\tau))) d \tau, \quad V^{-}(\mu)=\frac{1}{2} \int_{0}^{\pi} q(\tau) \sin (\mu(2 \tau-\Delta(\tau))) d \tau
\end{gathered}
$$

Define

$$
\begin{equation*}
\Xi_{0}(\mu) \equiv \frac{\mu^{3} \alpha_{2}^{+} \beta_{2}^{+}}{\prod_{i=1}^{m} \delta_{i}} \sin (\mu \pi) \tag{2.11}
\end{equation*}
$$

and denote by $\mu_{ \pm n}^{0}, n \in \mathbb{Z}$, the zeros of the function $\Xi_{0}(\mu)$, except that zero is multiplicity 4 ; then $\mu_{ \pm 0}^{0}=$ $\mu_{ \pm 1}^{0}=0$ and

$$
\mu_{n}^{0}=\left\{\begin{array}{c}
n-1, n \geq 1 \\
n+1, n \leq-1
\end{array}\right.
$$

Denote by $C_{n}$ the circle of radius, $0<\varepsilon<\frac{1}{2}$, centered at the origin $\mu_{n}^{0}$ and by $\Gamma_{N_{0}}$ the counterclockwise square contours with four vertices

$$
\begin{aligned}
& A=\left(N_{0}-1+\varepsilon\right)(1-i), \quad B=\left(N_{0}-1+\varepsilon\right)(1+i) \\
& C=\left(N_{0}-1+\varepsilon\right)(-1+i), \quad D=\left(N_{0}-1+\varepsilon\right)(-1-i)
\end{aligned}
$$

where $i=\sqrt{-1}$ and $N_{0}$ is a natural number. Obviously, if $\mu \in C_{n}$ or $\mu \in \Gamma_{N_{0}}$, then $\left|\Xi_{0}(\mu)\right| \geq M|\mu| e^{|\Im \mu| \pi}$ $(M>0)$ by using a similar method in [26]. Thus, on $\mu \in C_{n}$ or $\mu \in \Gamma_{N_{0}}$, from (2.10) and (2.11), we have

$$
\frac{\Xi(\mu)}{\Xi_{0}(\mu)}=1+\frac{1}{\mu}\left[\left(\frac{\beta_{1}^{+}}{\beta_{2}^{+}}+\frac{\alpha_{1}^{+}}{\alpha_{2}^{+}}+U^{+}(\mu)+V^{+}(\mu)\right) \cot (\mu \pi)+\frac{\alpha_{2}^{-}}{\alpha_{2}^{+}}+\frac{\beta_{2}^{-}}{\beta_{2}^{+}}+U^{-}(\mu)+V^{-}(\mu)\right]+\mathcal{O}\left(\frac{1}{\mu^{2}}\right)
$$

Expanding $\ln \frac{\Xi(\mu)}{\Xi_{0}(\mu)}$ by the Maclaurin formula, we find that

$$
\begin{aligned}
& \ln \frac{\Xi(\mu)}{\Xi_{0}(\mu)}=\frac{1}{\mu}\left[\left(\frac{\beta_{1}^{+}}{\beta_{2}^{+}}+\frac{\alpha_{1}^{+}}{\alpha_{2}^{+}}+U^{+}(\mu)+V^{+}(\mu)\right) \cot (\mu \pi)+\frac{\alpha_{2}^{-}}{\alpha_{2}^{+}}+\frac{\beta_{2}^{-}}{\beta_{2}^{+}}+U^{-}(\mu)+V^{-}(\mu)\right] \\
& \quad-\frac{1}{2 \mu^{2}}\left[\left(\frac{\beta_{1}^{+}}{\beta_{2}^{+}}+\frac{\alpha_{1}^{+}}{\alpha_{2}^{+}}+U^{+}(\mu)+V^{+}(\mu)\right)^{2} \cot ^{2}(\mu \pi)+\left(\frac{\alpha_{2}^{-}}{\alpha_{2}^{+}}+\frac{\beta_{2}^{-}}{\beta_{2}^{+}}+U^{-}(\mu)+V^{-}(\mu)\right)^{2}\right.
\end{aligned}
$$

$$
\left.+2\left(\frac{\beta_{1}^{+}}{\beta_{2}^{+}}+\frac{\alpha_{1}^{+}}{\alpha_{2}^{+}}+U^{+}(\mu)+V^{+}(\mu)\right)\left(\frac{\alpha_{2}^{-}}{\alpha_{2}^{+}}+\frac{\beta_{2}^{-}}{\beta_{2}^{+}}+U^{-}(\mu)+V^{-}(\mu)\right) \cot (\mu \pi)\right]+\mathcal{O}\left(\frac{1}{\mu^{3}}\right)
$$

Using the well-known Rouche Theorem, we get that $\Xi(\mu)$ has the same number of zeros inside $\Gamma_{N_{0}}$ as $\Xi_{0}(\mu)$ (see [24]). It is easy to prove that the spectrum of problem (1.1)-(1.5) is

$$
\mu_{n} \sim \mu_{n}^{0}+\mathcal{O}\left(\frac{1}{n}\right) \text { as }|n| \rightarrow \infty
$$

Next, we present the more exact asymptotic distribution of the spectrum. Using the residue theorem, we have

$$
\begin{gathered}
\mu_{n}-\mu_{n}^{0}=-\frac{1}{2 \pi i} \oint_{C_{n}} \ln \frac{\Xi(\mu)}{\Xi_{0}(\mu)} d \mu \\
=-\frac{1}{2 \pi i} \oint_{C_{n}}\left(\frac{\beta_{1}^{+}}{\beta_{2}^{+}}+\frac{\alpha_{1}^{+}}{\alpha_{2}^{+}}+U^{+}(\mu)+V^{+}(\mu)\right) \frac{\cot (\mu \pi)}{\mu} d \mu \\
-\frac{1}{2 \pi i} \oint_{C_{n}}\left(\frac{\alpha_{2}^{-}}{\alpha_{2}^{+}}+\frac{\beta_{2}^{-}}{\beta_{2}^{+}}+U^{-}(\mu)+V^{-}(\mu)\right) \frac{1}{\mu} d \mu+\mathcal{O}\left(\frac{1}{n^{2}}\right) \\
=-\frac{1}{\mu_{n}^{0} \pi}\left(\frac{\beta_{1}^{+}}{\beta_{2}^{+}}+\frac{\alpha_{1}^{+}}{\alpha_{2}^{+}}+U^{+}(n)+V^{+}(n)\right)+\mathcal{O}\left(\frac{1}{n^{2}}\right) .
\end{gathered}
$$

Thus we have proven the following theorem.

Theorem 2.1 The spectrum of the problem (1.1)-(1.5) has the following asymptotic distribution for sufficiently large $|n|$ :

$$
\begin{equation*}
\mu_{n}=\mu_{n}^{0}-\frac{1}{\mu_{n}^{0} \pi}\left(\frac{\beta_{1}^{+}}{\beta_{2}^{+}}+\frac{\alpha_{1}^{+}}{\alpha_{2}^{+}}+U^{+}\left(\mu_{n}^{0}\right)+V^{+}\left(\mu_{n}^{0}\right)\right)+\mathcal{O}\left(\frac{1}{\left(\mu_{n}^{0}\right)^{2}}\right) \tag{2.12}
\end{equation*}
$$

Now, following [16, 24], we will obtain a regularized trace formula for the problem (1.1)-(1.5).
The asymptotic formula (2.12) for the eigenvalues implies that for all sufficiently large $N_{0}$, the numbers $\mu_{n}$ with $|n| \leq N_{0}$ are inside $\Gamma_{N_{0}}$ and the numbers $\mu_{n}$ with $|n|>N_{0}$ are outside $\Gamma_{N_{0}}$. It follows that

$$
\begin{gathered}
\sum_{\Gamma_{n}}\left(\mu_{n}^{2}-\left(\mu_{n}^{0}\right)^{2}\right)=\mu_{-0}^{2}+\mu_{0}^{2}+\sum_{0 \neq n=-N_{0}}^{N_{0}}\left(\mu_{n}^{2}-\left(\mu_{n}^{0}\right)^{2}\right)=-\frac{1}{\pi i} \oint_{\Gamma_{n}} \mu \ln \frac{\Xi(\mu)}{\Xi_{0}(\mu)} d \mu \\
=-\frac{1}{\pi i} \oint_{\Gamma_{n}}\left(\frac{\beta_{1}^{+}}{\beta_{2}^{+}}+\frac{\alpha_{1}^{+}}{\alpha_{2}^{+}}+U^{+}(\mu)+V^{+}(\mu)\right) \cot (\mu \pi) d \mu-\frac{1}{\pi i} \oint_{\Gamma_{n}}\left(\frac{\alpha_{2}^{-}}{\alpha_{2}^{+}}+\frac{\beta_{2}^{-}}{\beta_{2}^{+}}+U^{-}(\mu)+V^{-}(\mu)\right) d \mu \\
+\frac{1}{2 \pi i} \oint_{\Gamma_{n}}\left(\frac{\beta_{1}^{+}}{\beta_{2}^{+}}+\frac{\alpha_{1}^{+}}{\alpha_{2}^{+}}+U^{+}(\mu)+V^{+}(\mu)\right)^{2} \frac{\cot ^{2}(\mu \pi)}{\mu} d \mu+\frac{1}{2 \pi i} \oint_{\Gamma_{n}}\left(\frac{\alpha_{2}^{-}}{\alpha_{2}^{+}}+\frac{\beta_{2}^{-}}{\beta_{2}^{+}}+U^{-}(\mu)+V^{-}(\mu)\right)^{2} \frac{1}{\mu} d \mu
\end{gathered}
$$

$$
+\frac{1}{\pi i} \oint_{\Gamma_{n}}\left(\frac{\beta_{1}^{+}}{\beta_{2}^{+}}+\frac{\alpha_{1}^{+}}{\alpha_{2}^{+}}+U^{+}(\mu)+V^{+}(\mu)\right)\left(\frac{\alpha_{2}^{-}}{\alpha_{2}^{+}}+\frac{\beta_{2}^{-}}{\beta_{2}^{+}}+U^{-}(\mu)+V^{-}(\mu)\right) \frac{\cot (\mu \pi)}{\mu} d \mu+\mathcal{O}\left(\frac{1}{N_{0}}\right)
$$

by calculations, which implies that

$$
\begin{gather*}
\mu_{-0}^{2}+\mu_{0}^{2}+\sum_{0 \neq n=-N_{0}}^{N_{0}}\left(\mu_{n}^{2}-\left(\mu_{n}^{0}\right)^{2}+\frac{4}{\pi}\left(\frac{\beta_{1}^{+}}{\beta_{2}^{+}}+\frac{\alpha_{1}^{+}}{\alpha_{2}^{+}}+U^{+}(n)+V^{+}(n)\right)\right) \\
=-\frac{2}{\pi}\left(\frac{\beta_{1}^{+}}{\beta_{2}^{+}}-\frac{\alpha_{1}^{+}}{\alpha_{2}^{+}}+U^{+}(0)+V^{+}(0)\right)-\left(\frac{\beta_{1}^{+}}{\beta_{2}^{+}}+\frac{\alpha_{1}^{+}}{\alpha_{2}^{+}}+U^{+}(0)+V^{+}(0)\right)^{2} \\
 \tag{2.13}\\
+\left(\frac{\alpha_{2}^{-}}{\alpha_{2}^{+}}+\frac{\beta_{2}^{-}}{\beta_{2}^{+}}+U^{-}(0)+V^{-}(0)\right)^{2}+\mathcal{O}\left(\frac{1}{N_{0}}\right)
\end{gather*}
$$

Passing to the limit as $N_{0} \rightarrow \infty$ in (2.13), we have

$$
\begin{gather*}
\mu_{-0}^{2}+\mu_{0}^{2}+\sum_{0 \neq n=-\infty}^{+\infty}\left(\mu_{n}^{2}-\left(\mu_{n}^{0}\right)^{2}+\frac{4}{\pi}\left(\frac{\beta_{1}^{+}}{\beta_{2}^{+}}+\frac{\alpha_{1}^{+}}{\alpha_{2}^{+}}+U^{+}\left(\mu_{n}^{0}\right)+V^{+}\left(\mu_{n}^{0}\right)\right)\right) \\
=-\frac{2}{\pi}\left(\frac{\beta_{1}^{+}}{\beta_{2}^{+}}+\frac{\alpha_{1}^{+}}{\alpha_{2}^{+}}+U^{+}(0)+V^{+}(0)\right)-\left(\frac{\beta_{1}^{+}}{\beta_{2}^{+}}+\frac{\alpha_{1}^{+}}{\alpha_{2}^{+}}+U^{+}(0)+V^{+}(0)\right)^{2}+\left(\frac{\alpha_{2}^{-}}{\alpha_{2}^{+}}+\frac{\beta_{2}^{-}}{\beta_{2}^{+}}\right)^{2} . \tag{2.14}
\end{gather*}
$$

The series on the left side of (2.14) is called the regularized trace of the problem (1.1)-(1.5). Thus we state the following theorem.

Theorem 2.2 For the regularized trace of the problem (1.1)-(1.5) we have the Gelfand-Levitan type formula (2.14).

We want to note that the trace formulas for different types of boundary value problems with delayed argument obtained in $[4,11,16,19,20,24]$ and approximate calculation of the eigenvalues of the problem (1.1)-(1.5) can also be obtained via formula (2.14) (see $[8,9,17]$ ).

## 3. Inverse problem

Inverse nodal problems for differential operators with or without delayed argument were investigated by a number of authors (see $[10,16,18-20,22,23,25,27]$ and the references therein). In this chapter, following [24], we deal with inverse spectral analysis of the problem (1.1)-(1.5) using the nodal points (zeros) of its eigenfunctions.

Let us rewrite the equation (2.3) as

$$
\varphi_{1}(t, \mu)=\left(\mu \alpha_{2}^{+}+\alpha_{2}^{-}\right) \cos (\mu t)-\frac{1}{\mu}\left(\mu \alpha_{1}^{+}+\alpha_{1}^{-}\right) \sin (\mu t)
$$

$$
\begin{gathered}
-\frac{\alpha_{2}^{+}}{2} \int_{0}^{t} q(\tau)(\sin (\mu(t-2 \tau+\Delta(\tau)))+\sin (\mu(t-\Delta(\tau)))) d \tau \\
- \\
-\frac{\alpha_{2}^{-}}{2 \mu} \int_{0}^{t} q(\tau)(\sin (\mu(t-2 \tau+\Delta(\tau)))+\sin (\mu(t-\Delta(\tau)))) d \tau \\
-\frac{\alpha_{1}^{+}}{2 \mu} \int_{0}^{t} q(\tau)(\cos (\mu(t-2 \tau+\Delta(\tau)))-\cos (\mu(t-\Delta(\tau)))) d \tau+\mathcal{O}\left(\frac{1}{\mu^{2}}\right)
\end{gathered}
$$

and using the fact that

$$
\int_{0}^{t} q(\tau) \sin (\mu(2 \tau-\Delta(\tau))) d \tau=\int_{0}^{t} q(\tau) \cos (\mu(2 \tau-\Delta(\tau))) d \tau=\mathcal{O}\left(\frac{1}{\mu}\right)
$$

(see [15], Lemma 2.3.3]) it yields that

$$
\begin{gathered}
\varphi_{1}(t, \mu)=\mu \alpha_{2}^{+} \cos (\mu t)+\alpha_{2}^{-} \cos (\mu t)-\alpha_{1}^{+} \sin (\mu t)-\frac{\alpha_{1}^{-}}{\mu} \sin (\mu t) \\
-\frac{\alpha_{2}^{+} \cos (\mu t)}{2} \int_{0}^{t} q(\tau) \sin (\mu \Delta(\tau)) d \tau-\frac{\alpha_{2}^{+} \sin (\mu t)}{2} \int_{0}^{t} q(\tau) \cos (\mu \Delta(\tau)) d \tau \\
-\frac{\alpha_{2}^{-} \cos (\mu t)}{2 \mu} \int_{0}^{t} q(\tau) \sin (\mu \Delta(\tau)) d \tau-\frac{\alpha_{2}^{-} \sin (\mu t)}{2 \mu} \int_{0}^{t} q(\tau) \cos (\mu \Delta(\tau)) d \tau \\
+\frac{\alpha_{1}^{+} \cos (\mu t)}{2 \mu} \int_{0}^{t} q(\tau) \sin (\mu \Delta(\tau)) d \tau+\frac{\alpha_{1}^{+} \sin (\mu t)}{2 \mu} \int_{0}^{t} q(\tau) \cos (\mu \Delta(\tau)) d \tau+\mathcal{O}\left(\frac{1}{\mu^{2}}\right) \\
=\mu_{n} \alpha_{2}^{+} \cos \left(\mu_{n} t\right)+\alpha_{2}^{-} \cos \left(\mu_{n} t\right)-\alpha_{1}^{+} \sin \left(\mu_{n} t\right) \\
-\frac{\alpha_{1}^{-}}{\mu_{n}} \sin \left(\mu_{n} t\right)-\frac{\alpha_{2}^{+}}{2} \int_{0}^{t} q(\tau) \sin \left(\mu_{n}(t-\Delta(\tau))\right) d \tau-\frac{\alpha_{2}^{-}}{2 \mu_{n}} \int_{0}^{t} q(\tau) \sin \left(\mu_{n}(t-\Delta(\tau))\right) d \tau \\
+\frac{\alpha_{1}^{+}}{2 \mu_{n}} \int_{0}^{t} q(\tau) \cos \left(\mu_{n}(t-\Delta(\tau))\right) d \tau+\mathcal{O}\left(\frac{1}{\mu^{2}}\right) \\
=\mu_{n} \alpha_{2}^{+} \cos \left(\mu_{n} t\right)+\alpha_{2}^{-} \cos \left(\mu_{n} t\right)-\alpha_{1}^{+} \sin \left(\mu_{n} t\right)-\frac{\alpha_{1}^{-}}{\mu_{n}} \sin \left(\mu_{n} t\right) \\
-\frac{\alpha_{2}^{+} \sin \left(\mu_{n} t\right)}{2} \int_{0}^{t} q(\tau) \cos \left(\mu_{n} \Delta(\tau)\right) d \tau-\frac{\alpha_{2}^{+} \cos \left(\mu_{n} t\right)}{2} \int_{0}^{t} q(\tau) \sin \left(\mu_{n} \Delta(\tau)\right) d \tau
\end{gathered}
$$

$$
\begin{gathered}
-\frac{\alpha_{2}^{-} \sin \left(\mu_{n} t\right)}{2 \mu_{n}} \int_{0}^{t} q(\tau) \cos \left(\mu_{n} \Delta(\tau)\right) d \tau-\frac{\alpha_{2}^{-} \cos \left(\mu_{n} t\right)}{2 \mu_{n}} \int_{0}^{t} q(\tau) \sin \left(\mu_{n} \Delta(\tau)\right) d \tau \\
+\frac{\alpha_{1}^{+} \sin \left(\mu_{n} t\right)}{2 \mu_{n}} \int_{0}^{t} q(\tau) \sin \left(\mu_{n} \Delta(\tau)\right) d \tau+\frac{\alpha_{1}^{+} \cos \left(\mu_{n} t\right)}{2 \mu_{n}} \int_{0}^{t} q(\tau) \cos \left(\mu_{n} \Delta(\tau)\right) d \tau+\mathcal{O}\left(\frac{1}{\mu_{n}^{2}}\right) .
\end{gathered}
$$

Let us assume that $t_{n}^{j}$ are the nodal points of the eigenfunction $\varphi\left(t, \mu_{n}\right)$. Taking $\sin \left(\mu_{n} t\right) \neq 0$ into account for sufficiently large $n$, we get

$$
\begin{gathered}
T\left(\mu_{n}, t\right) \cot \left(\mu_{n} t\right)=\alpha_{1}^{+}+\frac{\alpha_{1}^{-}}{\mu_{n}}+\frac{\alpha_{2}^{+}}{2} \int_{0}^{t} q(\tau) \cos \left(\mu_{n} \Delta(\tau)\right) d \tau \\
+\frac{\alpha_{2}^{-}}{2 \mu_{n}} \int_{0}^{t} q(\tau) \cos \left(\mu_{n} \Delta(\tau)\right) d \tau-\frac{\alpha_{1}^{+}}{2 \mu_{n}} \int_{0}^{t} q(\tau) \sin \left(\mu_{n} \Delta(\tau)\right) d \tau+\mathcal{O}\left(\frac{1}{\mu_{n}^{2}}\right) .
\end{gathered}
$$

Here

$$
\begin{gathered}
T\left(\mu_{n}, t\right)=\mu_{n} \alpha_{2}^{+}+\alpha_{2}^{-}-\frac{\alpha_{2}^{+}}{2} \int_{0}^{t} q(\tau) \sin \left(\mu_{n} \Delta(\tau)\right) d \tau \\
-\frac{\alpha_{2}^{-}}{2 \mu_{n}} \int_{0}^{t} q(\tau) \sin \left(\mu_{n} \Delta(\tau)\right) d \tau+\frac{\alpha_{1}^{+}}{2 \mu_{n}} \int_{0}^{t} q(\tau) \cos \left(\mu_{n} \Delta(\tau)\right) d \tau
\end{gathered}
$$

and it follows easily that

$$
\begin{equation*}
\tan \left(\mu_{n} t+\frac{\pi}{2}\right)=\frac{\alpha_{1}^{+}}{T\left(\mu_{n}, t\right)}+\frac{\alpha_{2}^{+}}{2 \mu_{n} T\left(\mu_{n}, t\right)} \int_{0}^{t} q(\tau) \cos \left(\mu_{n} \Delta(\tau)\right) d \tau+\mathcal{O}\left(\frac{1}{\mu_{n}^{3}}\right) \tag{3.1}
\end{equation*}
$$

Thus, solving Equation (3.1), one obtains

$$
\begin{equation*}
t_{n}^{j}=\frac{\left(j-\frac{1}{2}\right) \pi}{\mu_{n}}+\frac{\alpha_{1}^{+}}{\mu_{n} T\left(\mu_{n}, t_{n}^{j}\right)}+\frac{\alpha_{2}^{+}}{2 \mu_{n} T\left(\mu_{n}, t_{n}^{j}\right)} \int_{0}^{t_{n}^{j}} q(\tau) \cos \left(\mu_{n} \Delta(\tau)\right) d \tau+\mathcal{O}\left(\frac{1}{\mu_{n}^{3}}\right) \tag{3.2}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\mu_{n}^{-1}=\frac{1}{\mu_{n}^{0}}-\frac{\left(\frac{\beta_{1}^{+}}{\beta_{2}^{+}}+\frac{\alpha_{1}^{+}}{\alpha_{2}^{+}}+U^{+}(n)\right)}{\left(\mu_{n}^{0}\right)^{3} \pi}+\mathcal{O}\left(\frac{1}{n^{4}}\right) \tag{3.3}
\end{equation*}
$$

Substituting (3.3) into (3.2) we have

$$
t_{n}^{j}=\left(j-\frac{1}{2}\right) \pi\left(\frac{1}{\mu_{n}^{0}}-\frac{\left(\frac{\beta_{1}^{+}}{\beta_{2}^{+}}+\frac{\alpha_{1}^{+}}{\alpha_{2}^{+}}+U^{+}\left(\mu_{n}^{0}\right)\right)}{\left(\mu_{n}^{0}\right)^{3} \pi}\right)
$$

$$
\begin{equation*}
+\frac{\alpha_{1}^{+}}{\mu_{n}^{0} T_{0}(n)}+\frac{\alpha_{2}^{+}}{2 \mu_{n}^{0} T_{0}(n)} \int_{0}^{\frac{j \pi}{n}} q(\tau) \cos \left(\mu_{n}^{0} \Delta(\tau)\right) d \tau+\mathcal{O}\left(\frac{1}{\left(\mu_{n}^{0}\right)^{3}}\right), \quad j=\overline{1,\left[\frac{n}{2}\right]} . \tag{3.4}
\end{equation*}
$$

Here $T_{0}(n)=T\left(\mu_{n}^{0}, \frac{j \pi}{n}\right)$. Analogically, from (2.4), we get

$$
\begin{aligned}
\left(\prod_{i=1}^{m} \delta_{i}\right) \varphi_{2}\left(t, \mu_{n}\right) & =\mu_{n} \alpha_{2}^{+} \cos \left(\mu_{n} t\right)+\alpha_{2}^{-} \cos \left(\mu_{n} t\right)-\alpha_{1}^{+} \sin \left(\mu_{n} t\right) \\
& -\frac{\alpha_{2}^{+}}{2} \int_{0}^{t} q(\tau) \sin \left(\mu_{n}(t-\Delta(\tau))\right) d \tau+\mathcal{O}\left(\frac{1}{\mu_{n}}\right)
\end{aligned}
$$

and

$$
\begin{gathered}
\left(\prod_{i=1}^{m} \delta_{i}\right) \varphi_{2}\left(t, \mu_{n}\right)=\mu_{n} \alpha_{2}^{+} \cos \left(\mu_{n} t\right)+\alpha_{2}^{-} \cos \left(\mu_{n} t\right)-\alpha_{1}^{+} \sin \left(\mu_{n} t\right) \\
+\frac{\alpha_{2}^{+} \cos \left(\mu_{n} t\right)}{2} \int_{0}^{t} q(\tau) \sin \left(\mu_{n} \Delta(\tau)\right) d \tau-\frac{\alpha_{2}^{+} \sin \left(\mu_{n} t\right)}{2} \int_{0}^{t} q(\tau) \cos \left(\mu_{n} \Delta(\tau)\right) d \tau+\mathcal{O}\left(\frac{1}{\mu_{n}}\right) .
\end{gathered}
$$

Thus, for nodal points of $\varphi_{2}\left(t, \mu_{n}\right)$, we have the following equality:

$$
\begin{gathered}
0=\alpha_{2}^{+} \cos \left(\mu_{n} t\right)+\frac{\alpha_{2}^{-}}{\mu_{n}} \cos \left(\mu_{n} t\right)-\frac{\alpha_{1}^{+}}{\mu_{n}} \sin \left(\mu_{n} t\right) \\
+\frac{\alpha_{2}^{+} \cos \left(\mu_{n} t\right)}{2 \mu_{n}} \int_{0}^{t} q(\tau) \sin \left(\mu_{n} \Delta(\tau)\right) d \tau-\frac{\alpha_{2}^{+} \sin \left(\mu_{n} t\right)}{2 \mu_{n}} \int_{0}^{t} q(\tau) \cos \left(\mu_{n} \Delta(\tau)\right) d \tau+\mathcal{O}\left(\frac{1}{\mu_{n}^{2}}\right) .
\end{gathered}
$$

Again, taking $\sin \left(\mu_{n} t\right) \neq 0$ into account for sufficiently large $n$, we have

$$
\begin{gathered}
0=\alpha_{2}^{+} \cot \left(\mu_{n} t\right)+\frac{\alpha_{2}^{-}}{\mu_{n}} \cot \left(\mu_{n} t\right)-\frac{\alpha_{1}^{+}}{\mu_{n}} \\
+\frac{\alpha_{2}^{+} \cot \left(\mu_{n} t\right)}{2 \mu_{n}} \int_{0}^{t} q(\tau) \sin \left(\mu_{n} \Delta(\tau)\right) d \tau-\frac{\alpha_{2}^{+}}{2 \mu_{n}} \int_{0}^{t} q(\tau) \cos \left(\mu_{n} \Delta(\tau)\right) d \tau+\mathcal{O}\left(\frac{1}{\mu_{n}^{2}}\right)
\end{gathered}
$$

and

$$
\begin{equation*}
\tan \left(\mu_{n} t+\frac{\pi}{2}\right)=\frac{\alpha_{1}^{+}}{\alpha_{2}^{+} \mu_{n}}+\frac{1}{2 \mu_{n}} \int_{0}^{t} q(\tau) \cos \left(\mu_{n} \Delta(\tau)\right) d \tau+\mathcal{O}\left(\frac{1}{\mu_{n}^{2}}\right) \tag{3.5}
\end{equation*}
$$

Thus, solving Equation (3.5), one obtains

$$
\begin{equation*}
t_{n}^{j}=\frac{\left(j-\frac{1}{2}\right) \pi}{\mu_{n}}+\frac{\alpha_{1}^{+}}{\alpha_{2}^{+} \mu_{n}^{2}}+\frac{1}{2 \mu_{n}^{2}} \int_{0}^{t_{n}^{j}} q(\tau) \cos \left(\mu_{n} \Delta(\tau)\right) d \tau+\mathcal{O}\left(\frac{1}{\mu_{n}^{3}}\right) \tag{3.6}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\mu_{n}^{-2}=\frac{1}{\left(\mu_{n}^{0}\right)^{2}}+\mathcal{O}\left(\frac{1}{n^{4}}\right) \tag{3.7}
\end{equation*}
$$

Substituting (3.7) into (3.6) we have

$$
\begin{gather*}
t_{n}^{j}=\left(j-\frac{1}{2}\right) \pi\left(\frac{1}{\mu_{n}^{0}}-\frac{\left(\frac{\beta_{1}^{+}}{\beta_{2}^{+}}+\frac{\alpha_{1}^{+}}{\alpha_{2}^{+}}+U^{+}\left(\mu_{n}^{0}\right)\right)}{\left(\mu_{n}^{0}\right)^{3} \pi}\right) \\
+\frac{1}{\left(\mu_{n}^{0}\right)^{2}}\left(\frac{\alpha_{1}^{+}}{\alpha_{2}^{+}}+\frac{1}{2} \int_{0}^{\frac{j \pi}{n}} q(\tau) \cos \left(\mu_{n}^{0} \Delta(\tau)\right) d \tau\right)+\mathcal{O}\left(\frac{1}{\left(\mu_{n}^{0}\right)^{3}}\right), \quad j=\overline{\left[\frac{n}{2}\right]+1, n} . \tag{3.8}
\end{gather*}
$$

Thus we have proven the following theorem:

Theorem 3.1 Let $n$ be sufficiently large. Then we have the formulas (3.4) and (3.8) for the nodal points of the problem (1.1)-(1.5).

We see that there exists an integer $N_{0}$ such that for all $n>N_{0}$ the eigenfunction $\varphi\left(t, \mu_{n}\right)$ of the problem has exactly $n$ simple nodes in the interval $(0, \pi)$. The set $\Lambda=\left\{t_{n}^{j}\right\}$ is called the nodal set of the problem (1.1)-(1.5). We also define the function $j_{n}(t)$ to be the largest index $j$ such that $0 \leq t_{n}^{j} \leq t$. Thus, $j=j_{n}(t)$ if and only if $t \in\left[t_{n}^{j}, t_{n}^{j+1}\right)$.

Theorem 3.2 For each $t \in[0, \pi]$, let $\left\{t_{n}^{j}\right\} \subset \Lambda$ be chosen such that $\lim _{n \rightarrow \infty} t_{n}^{j}=t$. Then the following finite limit exists and corresponding equality holds:

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\mu_{n}^{0}\right)^{2}\left(t_{n}^{j}-\frac{\left(j-\frac{1}{2}\right) \pi}{\mu_{n}^{0}}\right)=f(t) \tag{3.9}
\end{equation*}
$$

where

$$
f(t)=\left\{\begin{array}{cc}
\frac{\left(\frac{\beta_{1}^{+}}{\beta_{2}^{+}}+\frac{\alpha_{1}^{+}}{\alpha_{2}^{+}}+U^{+}(0)\right) t}{\pi}-\frac{\alpha_{1}^{+}}{\alpha_{2}^{+}}-\frac{1}{2} \int_{0}^{t} q(\tau) d \tau, & \Delta(\tau)=0  \tag{3.10}\\
\frac{\left(\frac{\beta_{1}^{+}}{\beta_{2}^{+}}+\frac{\alpha_{1}^{+}}{\alpha_{2}^{+}}\right) t}{\pi}-\frac{\alpha_{1}^{+}}{\alpha_{2}^{+}}, & \Delta(\tau) \neq 0
\end{array}\right.
$$

Proof Using the formulas (3.4) and (3.8) for nodal points and the fact that $\lim _{n \rightarrow \infty} t_{n}^{j}=t$, it follows that as $n \rightarrow \infty$ the limits of left-hand side in (3.9) exists and (3.10) holds. Thus, the proof is completed.

Now, we can construct the potential function $q(t)$ via following theorem:

Theorem 3.3 Let $\Lambda^{0}=\left\{t_{n_{k}}^{j}\right\}$ and assume that $\Lambda^{0} \subset \Lambda$ be a subset of nodal points which satisfy $\left\{t_{n_{k}}^{j}\right\}$ is dense in $(0, \pi)$. For each $t \in[0, \pi]$ choose a sequence $\left\{t_{n}^{j}\right\} \subset \Lambda^{0}$ such that $\lim _{n \rightarrow \infty} t_{n}^{j}=t$. If $\Delta(\tau)=0$, then the function $q(t)$ can be written as

$$
\begin{equation*}
q(t)=\frac{2}{\pi}\left(U^{+}(0)+f(\pi)-f(0)\right)-2 f^{\prime}(t) \tag{3.11}
\end{equation*}
$$

Here, $f(t)$ is defined by (3.10).
Now, we give a few numerical examples to verify and illustrate the results:
In each example we take $n=40$.
Example 1. Consider the following boundary value problem:

$$
\begin{gather*}
y^{\prime \prime}(t)+t y\left(\frac{t}{2}\right)+\mu^{2} y(t)=0, t \in \Omega=[0,1) \cup(1, \pi]  \tag{3.12}\\
y(0)+8 y^{\prime}(0)+\mu y^{\prime}(0)=0  \tag{3.13}\\
y(\pi)+\frac{1}{10} y^{\prime}(\pi)+\mu y^{\prime}(\pi)=0  \tag{3.14}\\
y(1-)=y(1+)  \tag{3.15}\\
y^{\prime}(1-)=y^{\prime}(1+) \tag{3.16}
\end{gather*}
$$

Here $\Delta(t)=\frac{t}{2}, \alpha_{1}^{+}=0, \alpha_{1}^{-}=1, \alpha_{2}^{-}=-8, \alpha_{2}^{+}=-1, \beta_{1}^{+}=0, \beta_{2}^{+}=-1, \beta_{1}^{-}=1, \beta_{2}^{-}=-0.1$ and $\delta_{1}=1$. Denote this problem by $L_{1}$. We obtain $U^{+}(0)=V^{+}(0)=4.93480220054, U^{+}(39)=0.00065746219$ and $V^{+}(39)=0.02670511654$. Thus, for the regularized trace $(\operatorname{tr}=\operatorname{trace})$ of $L_{1}$, we have $\operatorname{tr} L_{1}=58.3910062461$. Now, let us take $\Delta=0$ in (3.12). Namely, we consider the differential equation

$$
y^{\prime \prime}(t)+q(t) y(t)+\mu^{2} y(t)=0, t \in \Omega
$$

together with the boundary conditions (3.13)-(3.14) and transmission conditions (3.15)-(3.16). Thus, from Theorems 3.1 and 3.2, for the solution of inverse problem we find $q(t)=t$ in $\Omega$.

Example 2. Consider the following Sturm-Liouville problem:

$$
\begin{gathered}
y^{\prime \prime}(t)+q(t) y(t)+\mu^{2} y(t)=0, t \in \Omega=[0,1.5) \cup(1.5,2) \cup(2, \pi] \\
\begin{array}{c}
(3 \mu+2) y(0)-(7 \mu+4) y^{\prime}(0)=0 \\
(\mu-5) y(\pi)-(\mu+0.3) y^{\prime}(\pi)=0 \\
y(1.5-)-2 y(1.5+)=0 \\
y^{\prime}(1.5-)-2 y^{\prime}(1.5+)=0 \\
y(2-)-8 y(2+)=0 \\
y^{\prime}(2-)-8 y^{\prime}(2+)=0
\end{array}
\end{gathered}
$$

Here , $\Delta(t)=0, \alpha_{1}^{+}=3, \alpha_{1}^{-}=2, \alpha_{2}^{-}=4, \alpha_{2}^{+}=7, \beta_{1}^{+}=1, \beta_{1}^{-}=-5, \beta_{2}^{+}=1, \beta_{2}^{-}=0.3, \delta_{1}=2$ and $\delta_{2}=8$. Denote this problem by $L_{2}$. Since $U^{+}(39)=11.0703463164$ and $V^{+}(39)=0.00181958345$, it follows that $\operatorname{tr} L_{2}=-569.751286593$. Consequently, from Theorems 3.1 and 3.2 , for the solution of inverse problem we have $q(t)=e^{t}$ in $\Omega$.

## 4. Conclusion

In this paper, we investigate the spectrum [see (2.12)], calculate the regularized sums of eigenvalues [see (2.14)], obtain asymptotic formulas of nodal points [see (3.4) and (3.8)] for a Sturm-Liouville problem with delayed argument and with a finite number of transmission conditions. Furthermore, after the parameters $\alpha_{i}^{ \pm}, \beta_{i}^{ \pm}$ $(i=1,2)$ in the boundary conditions are determined we construct the potential function $q(x)$ via formula (3.11). Namely we solve an inverse problem for this kind of boundary value problems. The considered problem differs from the classical Sturm-Liouville problems with delayed argument in that it contains a spectral parameter in boundary conditions. Main results of this study are given by Theorem 2.1, Theorem 2.2, Theorem 3.1 and Theorem 3.3. If we take $\Delta \equiv 0$ and the coefficients $\alpha_{i}^{+}=\beta_{i}^{+}=0(i=1,2)$ in boundary conditions the formulas obtained in this study coincide with those obtained in $[2,3,13,18,23]$. In addition to this, if we take the transmission coefficients $\delta_{i}=1(i=\overline{1, m-1})$ then we get the classical case and formulas obtained in this study coincide with those obtained in $[7-10,16,26]$. We also note that regularized trace formulas, asymptotics of nodal points and solution of an inverse problem of the same differential equation but with nonlocal boundary conditions can also be investigated.

## Acknowledgment

The author is grateful to the anonymous referee for the evaluation of paper and constructive suggestions.

## References

[1] Akgün FA, Bayramov A, Bayramoglu M. Discontinuous boundary value problems with retarded argument and eigenparameter dependent boundary conditions. Mediterranean Journal of Mathematics 2013; 10 (1): 277-288.
[2] Aydemir K, Mukhtarov OS. Asymptotic distribution of eigenvalues and eigenfunctions for a multi-point discontinuous Sturm-Liouville problem. Electronic Journal of Differential Equations 2016; 131: 1-14.
[3] Aydemir K, Mukhtarov OS. Class of Sturm-Liouville problems with eigenparameter dependent transmission conditions. Numerical Functional Analysis and Optimization 2017; 38 (10): 1260-1275.
[4] Bayramoglu M, Bayramov A, Şen E. A regularized trace formula for a discontinuous Sturm-Liouville operator with delayed argument. Electronic Journal of Differential Equations 2017; 104: 1-12.
[5] Bayramoğlu M, Köklü KÖ, Baykal O. On the spectral properties of the regular Sturm-Liouville problem with the lag argument for which its boundary conditions depends on the spectral parameter. Turkish Journal of Mathematics 2002; 26: 421-431.
[6] Bayramov A, C̣alıṣkan S, Uslu S. Computation of eigenvalues and eigenfunctions of a discontinuous boundary value problem with retarded argument. Applied Mathematics and Computation 2007; 191: 592-600.
[7] Cheng YH, Law CK. On the quasi-nodal map for the Sturm-Liouville problem. Proceedings of the Royal Society of Edinburgh Section A: Mathematics 2006; 136: 71-86.
[8] Dikii LA. Trace formulas for Sturm-Liouville differential equations. Uspekhi Matematicheskikh Nauk 1958; 12 (3): 111-143.
[9] Gelfand IM, Levitan BM. On a formula for eigenvalues of a differential operator of second order. Doklady Akademii Nauk SSSR 1953; 88: 593-596 (in Russian).
[10] Hald OH, McLaughlin JR. Solutions of inverse nodal problems. Inverse Problems 1989; 5: 307-347.
[11] Hira F. A trace formula for the Sturm-Liouville type equation with retarded argument. Communications Faculty of Sciences University of Ankara Series A1-Mathematics and Statistics 2017; 66 (1): 124-132.

## ŞEN/Turk J Math

[12] Kokiopoulou E, Chen J, Saad Y. Trace optimization and eigenproblems in dimension reduction methods. Numerical Linear Algebra and Applications 2010; 18 (3): 565-602.
[13] Mukhtarov OS, Kadakal M, Muhtarov FS. On discontinuous Sturm-Liouville problems with transmission conditions. Kyoto Journal of Mathematics 2004; 44 (4): 779-798.
[14] Ngo TT, Bellalij M, Saad Y. The Trace Ratio Optimization Problem. SIAM Review 2012; 54 (3): 545-569.
[15] Norkin SB. Differential equations of the second order with retarded argument. Providence, RI, USA: American Mathematical Society, 1972.
[16] Pikula M. Regularized traces of differential operator of Sturm-Liouville type with retarded argument. Differentsialnye Uravneniya 1990; 26 (1): 103-109 (in Russian); English translation: Differential Equations 1990; 26 (1): 92-96.
[17] Sadovnichii VA, Podolskii VE. Traces of operators. Uspekhi Matematicheskikh Nauk 2006; 61: 89-156 (in Russian); English translation: Russian Mathematical Surveys 2006; 61: 885-953.
[18] Shieh CT, Yurko VA. Inverse nodal and inverse spectral problems for discontinuous boundary value problem. Journal of Mathematical Analysis and Applications 2008; 347: 266-272.
[19] Şen E. A regularized trace formula and oscillation of eigenfunctions of a Sturm-Liouville operator with retarded argument at 2 points of discontinuity. Mathematical Methods in the Applied Sciences 2017; 40 (18): 7051-7061.
[20] Sुen E. Spectrum, trace and nodal points of a Sturm-Liouville type delayed differential operator with interface conditions. To appear in: Rocky Mountain Journal of Mathematics 2020.
[21] Şen E, Bayramov A. Calculation of eigenvalues and eigenfunctions of a discontinuous boundary value problem with retarded argument which contains a spectral parameter in the boundary condition. Mathematical and Computer Modelling 2011; 54 (11-12): 3090-3097.
[22] Wang YP, Huang ZY, Yang CF. Reconstruction for the spherically symmetric speed of sound from nodal data. Inverse Problems in Science and Engineering 2013; 21: 1032-1046.
[23] Wang YP, Yurko VA. On the inverse nodal problems for discontinuous Sturm-Liouville operators. Journal of Differential Equations 2016; 260: 4086-4109.
[24] Yang CF. Trace and inverse problem of a discontinuous Sturm-Liouville operator with retarded argument. Journal of Mathematical Analysis and Applications 2012; 395: 30-41.
[25] Yang CF. Inverse nodal problems of discontinuous Sturm-Liouville operator. Journal of Differential Equations 2013; 254: 1992-2014.
[26] Yurko VA. Inverse Spectral Problems for Differential Operators and Their Applications. Amsterdam, Netherlands: Gordon and Breach, 2000.
[27] Yurko VA. Inverse nodal problems for Sturm-Liouville operators on star-type graphs. Journal of Inverse and IllPosed Problems 2008; 16: 715-722.

