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Abstract: This paper is devoted to the nabla unification of the discrete and continuous Hardy–Copson type inequalities.
Some of the obtained inequalities are nabla counterparts of their delta versions while the others are new even for the
discrete, continuous, and delta cases. Moreover, these dynamic inequalities not only generalize and unify the related
ones in the literature but also improve them in the special cases.
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1. Introduction
Hardy provided the inspiration for mathematicians to study integral inequalities and to highlight their im-
portance in analysis of qualitative nature of solutions of initial and boundary value problems for any kind of
differential equations, such as ordinary, partial, dynamic, and fractional. The discrete inequality
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ζ − 1

)ζ ∞∑
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bζ(m), b(m) ≥ 0, ζ > 1 (1.1)

was established by Hardy [17] in 1920 to find a simpler proof for the Hilbert’s inequality

∞∑
n=1

∞∑
m=1

ambn
m+ n

≤ π

( ∞∑
m=1

a2m

)1/2( ∞∑
n=1

b2n

)1/2

,

where am, bn ≥ 0 and
∞∑

m=1

a2m and
∞∑

n=1

b2n are convergent, see [21].

Then the continuous counterpart of inequality (1.1) was proved by Hardy [18] in 1925 by using the

calculus of variations. Continuous Hardy inequality asserts that for nonnegative function φ, if
∫ t

0

φ(s)ds <∞

and
∫ ∞

0

φζ(s)ds <∞, then inequality
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φζ(t)dt, ζ > 1 (1.2)
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holds. The constant
(

ζ
ζ−1

)ζ
that appears in the above inequalities also has been found as the best possible

one, since if it is replaced by a smaller constant then inequalities (1.1) and (1.2) are no longer satisfied for the
involved sequences and functions, respectively. Later in [19, Theroem 330], Hardy et al. generalized inequality
(1.2) to ∫ ∞

0

Φζ(t)

tθ
dt ≤

∣∣∣∣ ζ

θ − 1

∣∣∣∣ζ ∫ ∞

0

φζ(t)

tθ−ζ
dt, ζ > 1, (1.3)

where φ is nonnegative function and Φ(t) =


∫ t

0

φ(s)ds, if θ > 1,∫ ∞

t

φ(s)ds, if θ < 1.

The discrete and continuous Hardy inequalities have been improved and generalized in many directions
and used in many applications, see [7, 8, 13, 20, 22, 23, 26, 27, 29] and references therein.

Copson [14, Theorem 1.1, Theorem 2.1] improved inequality (1.1) by replacing the arithmetic mean of a
sequence by a weighted arithmetic mean in two following manners: Let b(m) ≥ 0, w(m) ≥ 0 for all m.

If ζ > 1, θ > 1, then

∞∑
m=1

w(m)[
A(m)

]θ
 m∑

j=1

b(j)w(j)

ζ

≤
(

ζ

θ − 1

)ζ ∞∑
m=1

w(m)
[
A(m)

]ζ−θ
bζ(m), (1.4)

and if 0 ≤ θ < 1 < ζ, then

∞∑
m=1

w(m)[
A(m)

]θ
 ∞∑

j=m

b(j)w(j)

ζ

≤
(

ζ

1− θ

)ζ ∞∑
m=1

w(m)
[
A(m)

]ζ−θ
bζ(m), (1.5)

where A(m) =

m∑
j=1

w(j).

Other refinements of discrete Hardy–Copson inequalities have been developed by Bennett [9, Corollary
3-Corollary 6] (see also Leindler [25, Proposition 1-Proposition 4]) as follows: Let b(m) ≥ 0, w(m) ≥ 0 for all

m and
∞∑
j=1

w(j) <∞.

If 0 ≤ θ < 1 < ζ, then

∞∑
m=1

w(m)

[A(m)]
θ

 m∑
j=1

b(j)w(j)

ζ

≤
(

ζ

1− θ

)ζ ∞∑
m=1

w(m)Aζ−θ(m)bζ(m), (1.6)

and
∞∑

m=1

w(m)[
A(m)

]θ
 ∞∑

j=m

b(j)w(j)

ζ

≤
(

ζ

1− θ

)ζ ∞∑
m=1

w(m)A
ζ−θ

(m)bζ(m), (1.7)
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where A(m) =

∞∑
j=m

w(j) and A(m) =

m∑
j=1

w(j).

If 1 < θ ≤ ζ, then

∞∑
m=1

w(m)

[A(m)]
θ

 ∞∑
j=m

b(j)w(j)

ζ

≤
(

ζ

θ − 1

)ζ ∞∑
m=1

w(m)Aζ−θ(m)bζ(m), (1.8)

and
∞∑

m=1

w(m)[
A(m)

]θ
 m∑

j=1

b(j)w(j)

ζ

≤
(

ζ

θ − 1

)ζ ∞∑
m=1

w(m)A
ζ−θ

(m)bζ(m). (1.9)

Similar to the discrete Hardy inequality (1.1), the continuous versions (1.2) or (1.3) have attracted
many mathematicians’ interests and expansions of these continuous inequalities have appeared in the literature.
Copson [15, Theorem 1, Theorem 3] improved inequality (1.3) in the two following manners and obtained the
continuous versions of discrete inequalities (1.4) (or (1.9)) and (1.5) (or (1.7)), respectively: Let w(t) and f(t)

be nonnegative functions and A =

∫ t

0

w(s)ds, B(t) =

∫ t

0

w(s)f(s)ds, B(t) =

∫ ∞

t

w(s)f(s)ds.

If 1 < θ, 1 ≤ ζ, 0 < b ≤ ∞, then

∫ b

0

w(t)

[A(t)]θ
[B(t)]ζdt ≤

(
ζ

θ − 1

)ζ ∫ b

0

w(t)[A(t)]ζ−θfζ(t)dt (1.10)

and if θ < 1 ≤ ζ, a > 0, then

∫ ∞

a

w(t)

[A(t)]θ
[B(t)]ζdt ≤

(
ζ

1− θ

)ζ ∫ ∞

a

w(t)[A(t)]ζ−θfζ(t)dt. (1.11)

Various generalizations and numerous variants of continuous Hardy–Copson inequalities (1.10) and (1.11)
can be found in Pachpatte [31] and the references therein.

Other refinements of continuous Hardy–Copson inequalities, which are generalizations of (1.10) and
(1.11), respectively, have been introduced by Pečarić and Hanjš [32] as follows: Let w(t) and f(t) be nonnegative

functions and A(t) =

∫ t

0

w(s)ds, B(t) =

∫ t

0

w(s)f(s)ds, B(t) =

∫ ∞

t

w(s)f(s)ds.

If η ≥ 0, ζ > 1, η + θ > 1, then

∫ ∞

0

w(t)[B(t)]η+ζdt

[A(t)]η+θ
≤
[

η + ζ

η + θ − 1

]ζ ∫ ∞

a

w(t)fζ(t)[B(t)]η

[A(t)]η+θ−ζ
dt, (1.12)

and if η ≥ 0, ζ > 1, η + θ < 1, then

∫ ∞

0

w(t)[B(t)]η+ζdt

[A(t)]η+θ
≤
[

η + ζ

1− η − θ

]ζ ∫ ∞

a

w(t)fζ(t)[B(t)]η

[A(t)]η+θ−ζ
dt. (1.13)
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Following the development of the time scale concept, the analysis of dynamic inequalities have become a
popular research area and most classical inequalities have been extended to an arbitrary time scale. We can refer
to the surveys [1, 33] and the monograph [2] for exhibition of these results. The aforementioned Hardy–Copson
inequalities have been unified to an arbitrary time scale in the book [3] and in the articles [4, 34–40] by using
delta time scale calculus.

The time scale delta unifications of the foregoing inequalities in an arbirtary time scale are given by the
following theorems. In the next four theorems, we assume that a ∈ [0,∞)T, where T is time scale, w(t) and
f(t) are nonnegative, rd-continuous, ∆ -differentiable, and locally delta integrable functions.

The following theorem establishes the delta unification of the discrete Bennett’s inequality (1.6).

Theorem 1.1 [39] For the functions w and f, let us define the functions A(t) =
∫ ∞

t

w(s)∆s and

B(t) =

∫ t

a

w(s)f(s)∆s. If η ≥ 0, ζ > 1, η + θ < 1, then

∫ ∞

a

w(t)[Bσ(t)]η+ζ∆t

[A(t)]η+θ
≤
[

η + ζ

1− η − θ

]ζ ∫ ∞

a

w(t)fζ(t)[Bσ(t)]η

[A(t)]η+θ−ζ
∆t. (1.14)

The delta unification of the discrete Bennett’s inequality (1.8) can be established as follows.

Theorem 1.2 [39] For the functions w and f, let us define the functions A(t) =
∫ ∞

t

w(s)∆s and

B(t) =

∫ ∞

t

w(s)f(s)∆s. For Aσ(t)

A(t)
≥ 1

K
> 0, if η ≥ 0, ζ > 1, η + θ > 1, then

∫ ∞

a

w(t)[B(t)]η+ζ∆t

[A(t)]η+θ
≤
[
Kη+θ−1 η + ζ

η + θ − 1

]ζ ∫ ∞

a

w(t)fζ(t)[B(t)]η

[A(t)]η+θ−ζ
∆t. (1.15)

The following theorem given in [39] establishes the delta unification of the Copson’s discrete inequality
(1.5) (or the Bennett’s discrete inequality (1.7)) and its continuous counterpart (1.11) as well as its continuous
generalization (1.13).

Theorem 1.3 [39] For the functions w and f, let us define the functions A(t) =
∫ t

a

w(s)∆s and

B(t) =

∫ ∞

t

w(s)f(s)∆s. If η ≥ 0, ζ > 1, η + θ < 1, then

∫ ∞

a

w(t)[B(t)]η+ζ∆t

[A
σ
(t)]η+θ

≤
[

η + ζ

1− η − θ

]ζ ∫ ∞

a

w(t)fζ(t)[B(t)]η

[A
σ
(t)]η+θ−ζ

∆t. (1.16)

Although the authors obtained the results of Theorems 1.1–1.3 in [39] for delta time scale calculus, they
did not include the following theorem. For the completeness of the paper, we give the next theorem, which is
the delta unification of the Copson’s discrete inequality (1.4) (or the Bennett’s discrete inequality (1.9)) and its
continuous counterpart (1.10) as well as the continuous generalization (1.12).
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Theorem 1.4 For the functions w and f, we set A(t) =

∫ t

a

w(s)∆s and B(t) =

∫ t

a

w(s)f(s)∆s. For

A(t)

A
σ
(t)

≥ 1

J
> 0, if η ≥ 0, ζ > 1, η + θ > 1, then

∫ ∞

a

w(t)[Bσ(t)]η+ζ∆t

[A
σ
(t)]η+θ

≤
[
Jη+θ−1 η + ζ

η + θ − 1

]ζ ∫ ∞

a

w(t)fζ(t)[Bσ(t)]η

[A
σ
(t)]η+θ−ζ

∆t. (1.17)

Since two types of calculus, the nabla and the delta on time scales, are the “dual” of each other [12], the
nabla counterparts of some of the the well known discrete, continuous, and delta inequalities have been obtained
by using the nabla calculus and the nabla fractional calculus, see [5].

Although time scale unification of Hardy–Copson type inequalities obtained by using delta derivative and
integral have taken place in the literature, the nabla unification established by nabla derivative and integral
have not appeared in the literature so far. Therefore, the main purpose of this article is to expand Hardy–
Copson type inequalities to nabla time scale calculus and to merge them for an arbitrary time scale. In that
regard, this is a major contribution to the limited academic literature on nabla Hardy–Copson type inequalities.
The inequalities in [39] covering the results of delta Hardy–Copson type inequalities are the main sources of
inspiration for their nabla counterparts. Just like the delta case, the nabla Hardy–Copson type inequalities
generalize and unify all of the known results mentioned above and obtained for arbitrary time scales T, e.g.,
the set of real numbers and/or the set of integers. Besides, some of our results are new not only for the nabla
case but also for the delta, continuous, and discrete cases.

This article is planned in the following manner: the nabla time scale calculus is introduced and some
of its properties are given in Section 2. The nabla calculus versions of Theorems 1.1–1.4, which provide the
unifications of Hardy–Copson type inequalities (1.1)-(1.13) for nabla time scale calculus, are obtained in Section
3. The conclusion and ideas for future work are presented in Section 4.

2. Preliminaries
This section is devoted to present the main definitions and theorems of nabla time scale calculus. We refer the
reader to [6, 10] for the concept of time scale calculus in delta and nabla senses.

If T ̸= ∅ is a closed subset of R, then T is called a time scale. The backward jump operator ρ is defined
as ρ(t) := sup(−∞, t)T, for t ∈ T, provided sup ∅ = inf T. The backward graininess function ν : T → R+

0 is
defined by ν(t) := t− ρ(t), for t ∈ T.

The ∇ -derivative of ψ : T → R at the point t ∈ Tκ = T/[inf T, σ(inf T)) denoted by ψ∇(t) is the number
that has the property that for all ϵ > 0, there exists a neighborhood V ⊂ T of t ∈ Tκ such that

|ψ(s)− ψ(ρ(t))− ψ∇(t)(s− ρ(t))| ≤ ϵ|s− ρ(t)|

for all s ∈ V.

A function ψ : T → R is ld-continuous if it is continuous at each left-dense points in T and lim
s→t+

ψ(s)

exists as a finite number for all right-dense points in T. The set Cld(T,R) denotes the class of real, ld-continuous
functions defined on a time scale T. If ψ ∈ Cld(T,R), then there exists a function Ψ(t) such that Ψ∇(t) = ψ(t)

and the nabla integral of ψ is defined by
∫ b

a

ψ(s)∇s = Ψ(b)−Ψ(a).
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Some important features of the nabla derivative can be listed below.

Theorem 2.1 [6, 10] Suppose that φ : T → R and t ∈ Tκ .

1. If φ is nabla differentiable at t, then φ is continuous at t.

2. If φ is continuous at a left scattered point t , then φ is nabla differentiable at t with φ∇(t) =

φ(t)− φ(ρ(t))

ν(t)
.

3. φ is nabla differentiable at a left dense point t if and only if the limit φ∇(t) = lim
s→t

φ(t)− φ(s)

t− s
exists as

a finite number.

4. If φ is nabla differentiable at t, then φρ(t) = φ(t)− ν(t)φ∇(t).

Some of the properties of the nabla integral are gathered next.

Theorem 2.2 [6, 10] Let t1, t2, t3 ∈ T with t1 < t3 < t2 and a ∈ R. If φ,ψ : T → R are ld-continuous, then

1)
∫ t2

t1

[φ(s) + ψ(s)]∇s =
∫ t2

t1

φ(s)∇(s) +

∫ t2

t1

ψ(s)∇s.

2)
∫ t2

t1

aφ(s)∇s = a

∫ t2

t1

φ(s)∇s.

3)
∫ t2

t1

φ(s)∇s = −
∫ t1

t2

φ(s)∇s.

4)
∫ t2

t1

φ(s)∇s =
∫ t3

t1

φ(s)∇s+
∫ t2

t3

φ(s)∇s.

5)
∫ t1

t1

φ(s)∇(s) = 0.

6) integration by parts formula-I holds:

∫ t2

t1

φ(s)ψ∇(s)∇s = φ(t2)ψ(t2)− φ(t1)ψ(t1)−
∫ t2

t1

φ∇(s)ψ(ρ(s))∇s.

7) integration by parts formula-II holds:

∫ t2

t1

φ(ρ(s))ψ∇(s)∇s = φ(t2)ψ(t2)− φ(t1)ψ(t1)−
∫ t2

t1

φ∇(s)ψ(s)∇s.

Theorem 2.3 [6, 10] Let t1, t2 ∈ T with t1 < t2 and φ : T → R be ld-continuous function.
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(i) If T = R, then the nabla integral of φ becomes classical Riemann integral, namely∫ t2

t1

φ(s)∇s =
∫ t2

t1

φ(s)ds.

(ii) If T = Z, then
∫ t2

t1

φ(s)∇s =
t2∑

s=t1+1

φ(s).

Lemma 2.4 (Hölder’s inequality) [30] Let t1, t2 ∈ T. For φ,ψ ∈ Cld([t1, t2]T,R) and for the conjugate

numbers η, ζ > 1 satisfying 1

η
+

1

ζ
= 1, Hölder’s inequality

∫ t2

t1

φ(s)ψ(s)∇s ≤
[∫ t2

t1

φη(s)∇s
]1/η [∫ t2

t1

ψζ(s)∇s
]1/ζ

(2.1)

holds.

Lemma 2.5 (Chain rule for the nabla derivative) [16] If φ : R → R is continuously differentiable and
ψ : T → R is continuous and nabla differentiable on Tκ, then φ ◦ψ is nabla differentiable and there exists d in
the real interval [ρ(t), t] with

(φ ◦ ψ)∇(s) = φ′(ψ(d))ψ∇(s). (2.2)

Lemma 2.6 (Chain rule for the nabla derivative) [16] If φ : R → R is continuously differentiable and
ψ : T → R is nabla differentiable, then φ ◦ ψ is nabla differentiable and

(φ ◦ ψ)∇(s) = ψ∇(s)

[∫ 1

0

φ′(ψ(ρ(s)) + hν(s)ψ∇(s))dh

]
. (2.3)

3. Hardy–Copson type inequalities

The main interest of this section is to obtain corresponding results of Theorems 1.1–1.4 for nonnegative,
ld-continuous, ∇ -differentiable and locally nabla integrable functions w(t) and f(t) . We also assume that
a ∈ [0,∞)T, where T is a time scale.

The next theorem states the nabla unification of the discrete inequalities (1.1), (1.4), and (1.9) and the
continuous inequalities (1.2), (1.3), (1.10), and (1.12) as well as a nabla analogue of the delta inequality (1.17) for
nonnegative, ld-continuous, ∇ -differentiable, and locally nabla integrable functions w(t) and f(t) . Moreover,
this theorem provides novel results for all of the above three time scales.

Theorem 3.1 For the functions w and f satisfying the properties stated above, we set A(t) =
∫ t

a

w(s)∇s and

B(t) =

∫ t

a

w(s)f(s)∇s. Assume that B(∞) < ∞ and
∫ ∞

a

w(t)∇t
[A(t)]η+θ

< ∞. Suppose that there exists L > 0

such that A(t)

A
ρ
(t)

≤ L for t ∈ (a,∞)T. If η ≥ 0, ζ > 1 and η + θ > 1 are real constants, then
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(i) ∫ ∞

a

w(t)[B(t)]η+ζ∇t
[A(t)]η+θ

≤ η + ζ

η + θ − 1

∫ ∞

a

w(t)f(t)[B(t)]η+ζ−1

[A
ρ
(t)]η+θ−1

∇t. (3.1)

(ii) ∫ ∞

a

w(t)[B(t)]η+ζ∇t
[A(t)]η+θ

≤
[

η + ζ

η + θ − 1

]ζ ∫ ∞

a

w(t)fζ(t)[B(t)]η[A(t)](η+θ)(ζ−1)

[A
ρ
(t)](η+θ−1)ζ

∇t. (3.2)

(iii) ∫ ∞

a

w(t)[B(t)]η+ζ∇t
[A(t)]η+θ

≤
[

η + ζ

η + θ − 1

]ζ
L(η+θ)(ζ−1)

∫ ∞

a

w(t)fζ(t)[B(t)]η

[A
ρ
(t)]η+θ−ζ

∇t. (3.3)

(iv) ∫ ∞

a

w(t)[B(t)]η+ζ∇t
[A(t)]η+θ

≤
[
Lη+θ−1 η + ζ

η + θ − 1

]ζ ∫ ∞

a

w(t)fζ(t)[B(t)]η

[A(t)]η+θ−ζ
∇t. (3.4)

(v) ∫ ∞

a

w(t)[B(t)]η+ζ∇t
[A

ρ
(t)]η+θ

≤ η + ζ

η + θ − 1
Lη+θ

∫ ∞

a

w(t)f(t)[B(t)]η+ζ−1

[A
ρ
(t)]η+θ−1

∇t. (3.5)

(vi) ∫ ∞

a

w(t)[B(t)]η+ζ∇t
[A

ρ
(t)]η+θ

≤
(

η + ζ

η + θ − 1

)ζ

L(η+θ)ζ

∫ ∞

a

w(t)fζ(t)[B(t)]η

[A
ρ
(t)]η+θ−ζ

∇t. (3.6)

Proof

(i) After employing the integration by parts formula-I to the left hand side of inequality (3.1) for the functions

u∇(t) =
w(t)

[A(t)]η+θ
and v(t) = [B(t)]η+ζ , it becomes

∫ ∞

a

w(t)[B(t)]η+ζ∇t
[A(t)]η+θ

= u(t)Bη+ζ(t)|∞a +

∫ ∞

a

−uρ(t)
[
Bη+ζ(t)

]∇ ∇t.

In view of how u∇ is given above, we deduce that u(t) = −
∫ ∞

t

w(s)

[A(s)]η+θ
∇s. By using B(a) = 0 and

u(∞) = 0 , one can have

∫ ∞

a

w(t)[B(t)]η+ζ∇t
[A(t)]η+θ

=

∫ ∞

a

−uρ(t)
[
Bη+ζ(t)

]∇ ∇t. (3.7)

Applying (2.2) to
[
Bη+ζ(t)

]∇ and using B∇(t) = f(t)w(t) ≥ 0, we obtain

[
Bη+ζ(t)

]∇
= (η + ζ)Bη+ζ−1(d)B∇(t) = (η + ζ)w(t)f(t)Bη+ζ−1(d).

1047



KAYAR and KAYMAKÇALAN/Turk J Math

For η + ζ > 1 and t ≥ d, one can observe that [B(t)]η+ζ−1 ≥ [B(d)]η+ζ−1 and

[
Bη+ζ(t)

]∇ ≤ (η + ζ)w(t)f(t)Bη+ζ−1(t). (3.8)

Since A∇
(t) = w(t) ≥ 0 and η + θ > 1, by (2.3), we get

[
A

1−η−θ
(t)
]∇

=

∫ 1

0

(1− η − θ)A
∇
(t)dh

[hA(t) + (1− h)A
ρ
(t)]η+θ

=

∫ 1

0

−(η + θ − 1)w(t)dh

[hA(t) + (1− h)A
ρ
(t)]η+θ

≤ −(η + θ − 1)

∫ 1

0

w(t)

[hA(t) + (1− h)A(t)]η+θ
dh = −(η + θ − 1)

w(t)

[A(t)]η+θ

(3.9)

providing w(t)

[A(t)]η+θ
≤ −

[
A

1−η−θ
(t)
]∇

η + θ − 1
.

Then we can infer that

−uρ(t) =
∫ ∞

ρ(t)

w(s)∇s
[A(s)]η+θ

≤
∫ ∞

ρ(t)

−

[
A

1−η−θ
(s)
]∇

∇s

η + θ − 1
=

−A1−η−θ
(∞) + [A

ρ
(t)]1−η−θ

η + θ − 1
≤ [A

ρ
(t)]1−η−θ

η + θ − 1
.

(3.10)
Substituting (3.8) and (3.10) into (3.7) leads to∫ ∞

a

w(t)[B(t)]η+ζ∇t
[A(t)]η+θ

≤ η + ζ

η + θ − 1

∫ ∞

a

w(t)f(t)[B(t)]η+ζ−1

[A
ρ
(t)]η+θ−1

∇t,

which is the desired result (3.1).

(ii) In order to obtain inequality (3.2), we use inequality (3.1). Let us define the functions

C(t) =
w

1
ζ (t)f(t)[B(t)]

η
ζ [A(t)]

(η+θ)(ζ−1)
ζ

[A
ρ
(t)]η+θ−1

and D(t) =

[
w(t)[B(t)]η+ζ

[A(t)]η+θ

] ζ−1
ζ

. Then inequality (3.1) becomes

∫ ∞

a

w(t)[B(t)]η+ζ∇t
[A(t)]η+θ

≤ η + ζ

η + θ − 1

∫ ∞

a

C(t)D(t)∇t. (3.11)

For the indices ζ > 1 and ζ
ζ−1 > 1 and for the functions C and D , employing Hölder’s inequality (2.1)

leads to an estimation on the last term of inequality (3.11) as

∫ ∞

a

w(t)[B(t)]η+ζ∇t
[A(t)]η+θ

≤ η + ζ

η + θ − 1

[∫ ∞

a

w(t)fζ(t)[B(t)]η[A(t)](η+θ)(ζ−1)

[A
ρ
(t)](η+θ−1)ζ

∇t
] 1

ζ
[∫ ∞

a

w(t)[B(t)]η+ζ∇t
[A(t)]η+θ

] ζ−1
ζ

,

which implies

∫ ∞

a

w(t)[B(t)]η+ζ∇t
[A(t)]η+θ

≤
[

η + ζ

η + θ − 1

]ζ ∫ ∞

a

w(t)fζ(t)[B(t)]η[A(t)](η+θ)(ζ−1)

[A
ρ
(t)](η+θ−1)ζ

∇t,

which is the desired result (3.2).
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(iii) In order to obtain inequality (3.3), we use

[A(t)](η+θ)(ζ−1)

[A
ρ
(t)](η+θ−1)ζ

=

(
A(t)

A
ρ
(t)

)(η+θ)(ζ−1)
[A

ρ
(t)]−η−θ

[A
ρ
(t)]−ζ

≤ L(η+θ)(ζ−1)

[A
ρ
(t)]η+θ−ζ

in inequality (3.2). Then inequality (3.2) becomes

∫ ∞

a

w(t)[B(t)]η+ζ∇t
[A(t)]η+θ

≤
[

η + ζ

η + θ − 1

]ζ
L(η+θ)(ζ−1)

∫ ∞

a

w(t)fζ(t)[B(t)]η

[A
ρ
(t)]η+θ−ζ

∇t,

which is the desired inequality (3.3).

(iv) In order to obtain inequality (3.4), we use inequality (3.1) and the constant L as follows.∫ ∞

a

w(t)[B(t)]η+ζ∇t
[A(t)]η+θ

≤ η + ζ

η + θ − 1

∫ ∞

a

w(t)f(t)[B(t)]η+ζ−1

[A
ρ
(t)]η+θ−1

∇t

≤ Lη+θ−1 η + ζ

η + θ − 1

∫ ∞

a

w(t)f(t)[B(t)]η+ζ−1

[A(t)]η+θ−1
∇t.

Now, if we use Hölder’s inequality for the indices ζ > 1 and ζ
ζ−1 with the functions

C(t) =
w

1
ζ (t)f(t)[B(t)]

η
ζ

[A(t)]
η+θ−ζ

ζ

and D(t) =

[
w(t)[B(t)]η+ζ

[A(t)]η+θ

] ζ−1
ζ

, then we obtain

∫ ∞

a

w(t)[B(t)]η+ζ∇t
[A(t)]η+θ

≤
[
Lη+θ−1 η + ζ

η + θ − 1

]ζ ∫ ∞

a

w(t)fζ(t)[B(t)]η

[A(t)]η+θ−ζ
∇t,

which is the desired inequality (3.4).

(v) After employing the integration by parts formula-I to the left hand side of inequality (3.5) for the functions

u∇(t) =
w(t)

[A
ρ
(t)]η+θ

and v(t) = [B(t)]η+ζ , it becomes

∫ ∞

a

w(t)[B(t)]η+ζ∇t
[A

ρ
(t)]η+θ

= u(t)Bη+ζ(t)|∞a +

∫ ∞

a

−uρ(t)
[
Bη+ζ(t)

]∇ ∇t.

In view of how u∇ is given above, we deduce that u(t) = −
∫ ∞

t

w(s)

[A
ρ
(s)]η+θ

∇s. By using B(a) = 0 and

u(∞) = 0 , one can have ∫ ∞

a

w(t)[B(t)]η+ζ∇t
[A

ρ
(t)]η+θ

=

∫ ∞

a

−uρ(t)
[
Bη+ζ(t)

]∇ ∇t. (3.12)

By following the procedure in the proof of (i), we arrive inequality (3.9) as

[
A

1−η−θ
(t)
]∇

≤ −(η + θ − 1)
w(t)

[A(t)]η+θ
≤ −(η + θ − 1)

w(t)

Lη+θ[A
ρ
(t)]η+θ

(3.13)
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which implies w(t)

[A
ρ
(t)]η+θ

≤ −Lη+θ

[
A

1−η−θ
(t)
]∇

η + θ − 1
.

Then we can infer that

−uρ(t) =
∫ ∞

ρ(t)

w(s)∇s
[A

ρ
(s)]η+θ

≤
∫ ∞

ρ(t)

−Lη+θ

[
A

1−η−θ
(s)
]∇

∇s

η + θ − 1
= Lη+θ−A

1−η−θ
(∞) + [A

ρ
(t)]1−η−θ

η + θ − 1

≤ Lη+θ [A
ρ
(t)]1−η−θ

η + θ − 1
.

(3.14)

Substituting (3.8) and (3.14) into (3.12) leads to

∫ ∞

a

w(t)[B(t)]η+ζ∇t
[A

ρ
(t)]η+θ

≤ Lη+θ η + ζ

η + θ − 1

∫ ∞

a

w(t)f(t)[B(t)]η+ζ−1

[A
ρ
(t)]η+θ−1

∇t,

which is the desired result (3.5).

(vi) In order to obtain inequality (3.6), we use inequality (3.5). Let us define the functions

C(t) =
w

1
ζ (t)f(t)[B(t)]

η
ζ

[A
ρ
(t)]

η+θ−ζ
ζ

and D(t) =

[
w(t)[B(t)]η+ζ

[A
ρ
(t)]η+θ

] ζ−1
ζ

. Then inequality (3.5) becomes

∫ ∞

a

w(t)[B(t)]η+ζ∇t
[A

ρ
(t)]η+θ

≤ η + ζ

η + θ − 1

∫ ∞

a

C(t)D(t)∇t. (3.15)

For the indices ζ > 1 and ζ
ζ−1 > 1 and for the functions C and D , employing Hölder’s inequality (2.1)

leads to an estimation on the last term of inequality (3.15) as

∫ ∞

a

w(t)[B(t)]η+ζ∇t
[A

ρ
(t)]η+θ

≤ Lη+θ η + ζ

η + θ − 1

[∫ ∞

a

w(t)fζ(t)[B(t)]η

[A
ρ
(t)]η+θ−ζ

∇t
] 1

ζ
[∫ ∞

a

w(t)[B(t)]η+ζ∇t
[A

ρ
(t)]η+θ

] ζ−1
ζ

providing ∫ ∞

a

w(t)[B(t)]η+ζ∇t
[A

ρ
(t)]η+θ

≤
[
Lη+θ η + ζ

η + θ − 1

]ζ ∫ ∞

a

w(t)fζ(t)[B(t)]η

[A
ρ
(t)]η+θ−ζ

∇t,

which is the desired result (3.6).

2

Remark 3.2 In the article [39], since the authors did not obtain Hardy–Copson type inequalities for the

functions A(t) =
∫ t

a

w(s)∆s and B(t) =

∫ t

a

w(s)f(s)∆s via delta time scale calculus, for the further purposes

of this work, we need to present delta counterparts of the inequalities (3.1)–(3.6) in the following, respectively.

Assume that B(∞) <∞ and
∫ ∞

a

w(t)∆t

[A(t)]η+θ
<∞. Suppose that there exists J > 0 such that A

σ
(t)

A(t)
≤ J

for t ∈ (a,∞)T. If η ≥ 0, ζ > 1 and η + θ > 1 are real constants, then
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(i) ∫ ∞

a

w(t)[Bσ(t)]η+ζ∆t

[A
σ
(t)]η+θ

≤ η + ζ

η + θ − 1

∫ ∞

a

w(t)f(t)[Bσ(t)]η+ζ−1

[A(t)]η+θ−1
∆t.

(ii) ∫ ∞

a

w(t)[Bσ(t)]η+ζ∆t

[A
σ
(t)]η+θ

≤
[

η + ζ

η + θ − 1

]ζ ∫ ∞

a

w(t)fζ(t)[Bσ(t)]η[A
σ
(t)](η+θ)(ζ−1)

[A(t)](η+θ−1)ζ
∆t.

(iii) ∫ ∞

a

w(t)[Bσ(t)]η+ζ∆t

[A
σ
(t)]η+θ

≤
[

η + ζ

η + θ − 1

]ζ
J (η+θ)(ζ−1)

∫ ∞

a

w(t)fζ(t)[Bσ(t)]η

[A(t)]η+θ−ζ
∆t.

(iv) ∫ ∞

a

w(t)[Bσ(t)]η+ζ∆t

[A
σ
(t)]η+θ

≤
[
Jη+θ−1 η + ζ

η + θ − 1

]ζ ∫ ∞

a

w(t)fζ(t)[Bσ(t)]η

[A
σ
(t)]η+θ−ζ

∆t.

(v) ∫ ∞

a

w(t)[Bσ(t)]η+ζ∆t

[A(t)]η+θ
≤ Jη+θ η + ζ

η + θ − 1

∫ ∞

a

w(t)f(t)[Bσ(t)]η+ζ−1

[A(t)]η+θ−1
∆t.

(vi) ∫ ∞

a

w(t)[Bσ(t)]η+ζ∆t

[A(t)]η+θ
≤
(
Jη+θ η + ζ

η + θ − 1

)ζ ∫ ∞

a

w(t)fζ(t)[Bσ(t)]η

[A(t)]η+θ−ζ
∆t.

The proofs of (i)–(vi) are similar to that of (i)–(vi) of Theorem 3.1, respectively.

Since [B(t)]η+ζ ≤ [Bσ(t)]η+ζ , the term [Bσ(t)]η+ζ on the left hand sides of the above inequalities can be
replaced by [B(t)]η+ζ .

Remark 3.3 Although the inequalities in (i)–(iv) of Remark 3.2 can be obtained from [39], inequalities in (v)
and (vi) are new even for the delta case. They are the delta counterparts of inequalities (3.5) and (3.6) and
have not been obtained so far. Therefore, by Theorem 3.1, we derive novel results not only for the nabla case
but also for the delta case.

Remark 3.4 Since [Bρ(t)]η+ζ ≤ [B(t)]η+ζ , the term [B(t)]η+ζ on the left hand sides of the inequalities (3.1)–
(3.6) can be replaced by [Bρ(t)]η+ζ .

Remark 3.5 Let η = 0. Then inequality (3.1) and (3.2) are nabla counterparts of inequalties (2.7) and (2.8)
of [35, Theorem 2.1], respectively and inequality (3.3) is a nabla analogue of inequality (2.18) of [35, Corollary
2.2]. Inequality (3.4) follows from inequality (3.1) while inequalities (3.5) and (3.6) are new results obtained for
an arbitrary calculus of time scale even for the case η = 0 .
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Remark 3.6 If the time scale is set of real numbers, then for all t ∈ R, the backward jump operator results in
ρ(t) = t and L = 1 in (3.1)–(3.6). This choice forces inequalities (3.1) and (3.5) to be the same, and inequalities
(3.2)–(3.4) and (3.6) being coincident with the outcomes as∫ ∞

a

w(t)[B(t)]η+ζdt

[A(t)]η+θ
≤ η + ζ

η + θ − 1

∫ ∞

a

w(t)f(t)[B(t)]η+ζ−1

[A(t)]η+θ−1
dt

and ∫ ∞

a

w(t)[B(t)]η+ζdt

[A(t)]η+θ
≤
[

η + ζ

η + θ − 1

]ζ ∫ ∞

a

w(t)fζ(t)[B(t)]η

[A(t)]η+θ−ζ
dt, (3.16)

respectively, where η ≥ 0, ζ > 1, η + θ > 1 , A(t) =
∫ t

a

w(s)ds and B(t) =

∫ t

a

w(s)f(s)ds.

For a = 0, inequality (3.16) provides exactly the same result as inequality (6) in [31, Theorem 1] and
inequality (3) in [32, Theorem 1] if H(x) = x.

Inequality (3.16) reduces to Copson’s inequality in [15, Theorem 1] if η = 0 = a .
When η = 0 = a and w(t) = 1 in inequality (3.16), we obtain Hardy’s inequality (1.3), and if in addition

ζ = θ, Hardy’s inequality (1.2) is established.
If we write inequality (1.2) in the following form

∫ ∞

0

Φζ(t)

tζ
dt ≤

(
ζ

ζ − 1

)ζ ∫ ∞

0

[Φ′(t)]ζdt,

then we have (note that Φ(0) = 0) a generalization of Wirtinger’s inequality [19, Theorem 257]. Observe that
if ζ = θ = 2 in (1.3), we get the well-known inequality

∫ ∞

0

1

t2

(∫ t

0

f(s)ds

)2

dt ≤ 4

∫ ∞

0

f2(t)dt,

due to Hardy [22, Remark 5] with the best constant 4.

Remark 3.7 If the time scale is set of natural numbers, then for all t ∈ N, the backward jump operator becomes
ρ(t) = t− 1.

Using
∫ ρ(t)

a

w(s)∇s =

ρ(t)∑
k=a+1

w(k), we have A
ρ
(t) = A(t − 1) =

t−1∑
k=a+1

w(k), where A(t) =

t∑
k=a+1

w(k)

and B(t) =

t∑
k=a+1

w(k)f(k). Let us assume that there exists L > 0 such that A(t)

A(t− 1)
≤ L . In this case for

a = 0, η ≥ 0, ζ > 1, and η + θ > 1, inequalities (3.1)–(3.6) become

∞∑
t=1

w(t)[B(t)]η+ζ

[A(t)]η+θ
≤ η + ζ

η + θ − 1

∞∑
t=1

w(t)f(t)[B(t)]η+ζ−1

[A(t− 1)]η+θ−1
,

∞∑
t=1

w(t)[B(t)]η+ζ

[A(t)]η+θ
≤
[

η + ζ

η + θ − 1

]ζ ∞∑
t=1

w(t)fζ(t)[B(t)]η[A(t)](η+θ)(ζ−1)

[A(t− 1)](η+θ−1)ζ
,
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∞∑
t=1

w(t)[B(t)]η+ζ

[A(t)]η+θ
≤
[

η + ζ

η + θ − 1

]ζ
L(η+θ)(ζ−1)

∞∑
t=1

w(t)fζ(t)[B(t)]η

[A(t− 1)]η+θ−ζ
,

∞∑
t=1

w(t)[B(t)]η+ζ

[A(t)]η+θ
≤
[
Lη+θ−1 η + ζ

η + θ − 1

]ζ ∞∑
t=1

w(t)fζ(t)[B(t)]η

[A(t)]η+θ−ζ
,

∞∑
t=1

w(t)[B(t)]η+ζ

[A(t− 1)]η+θ
≤ Lη+θ η + ζ

η + θ − 1

∞∑
t=1

w(t)f(t)[B(t)]η+ζ−1

[A(t− 1)]η+θ−1
,

and
∞∑
t=1

w(t)[B(t)]η+ζ

[A(t− 1)]η+θ
≤
(
Lη+θ η + ζ

η + θ − 1

)ζ ∞∑
t=1

w(t)fζ(t)[B(t)]η

[A(t− 1)]η+θ−ζ
,

respectively. Let η = 0. If θ − ζ > 0, since inequality (1.4) implies the third and the fourth inequalities of the
above estimates, inequality (1.4) is sharper than these inequalities. However, the other inequalities not only
generalize the results of Hardy (1.1), Copson in [14, Theorem 1.1], and of Bennett in [9, Corollary 3] (or
Leindler in [25, Proposition 1]) for η ≥ 0 , they are also new for the discrete case even for η = 0 .

The next theorem states the nabla unification of the discrete inequality (1.8) and a nabla analogue of the
delta inequality (1.15) for nonnegative, ld-continuous, ∇ -differentiable, and locally nabla integrable functions
w(t) and f(t) . Moreover, this theorem provides new results for the continuous case.

Theorem 3.8 For the functions w and f, we set A(t) =
∫ ∞

t

w(s)∇s and B(t) =

∫ ∞

t

w(s)f(s)∇s. Assume

that B(a) < ∞ and
∫ ∞

a

w(t)∇t
[Aρ(t)]θ+η

< ∞. Suppose that there exists M > 0 such that Aρ(t)

A(t)
≤ M for

t ∈ (a,∞)T. If η ≥ 0, ζ > 1 and η + θ > 1 are real constants, then

(i) ∫ ∞

a

w(t)[B
ρ
(t)]η+ζ∇t

[Aρ(t)]η+θ
≤ η + ζ

η + θ − 1

∫ ∞

a

w(t)f(t)[B
ρ
(t)]η+ζ−1

[A(t)]η+θ−1
∇t. (3.17)

(ii) ∫ ∞

a

w(t)[B
ρ
(t)]η+ζ∇t

[Aρ(t)]η+θ
≤
[

η + ζ

η + θ − 1

]ζ ∫ ∞

a

w(t)fζ(t)[B
ρ
(t)]η[Aρ(t)](η+θ)(ζ−1)

[A(t)](η+θ−1)ζ
∇t. (3.18)

(iii) ∫ ∞

a

w(t)[B
ρ
(t)]η+ζ∇t

[Aρ(t)]η+θ
≤
[

η + ζ

η + θ − 1

]ζ
M (η+θ)(ζ−1)

∫ ∞

a

w(t)fζ(t)[B
ρ
(t)]η

[A(t)]η+θ−ζ
∇t. (3.19)

(iv) ∫ ∞

a

w(t)[B
ρ
(t)]η+ζ∇t

[Aρ(t)]η+θ
≤
[
Mη+θ−1 η + ζ

η + θ − 1

]ζ ∫ ∞

a

w(t)fζ(t)[B
ρ
(t)]η

[Aρ(t)]η+θ−ζ
∇t. (3.20)
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(v) ∫ ∞

a

w(t)[B
ρ
(t)]η+ζ∇t

[A(t)]η+θ
≤Mη+θ η + ζ

η + θ − 1

∫ ∞

a

w(t)f(t)[B
ρ
(t)]η+ζ−1

[A(t)]η+θ−1
∇t. (3.21)

(vi) ∫ ∞

a

w(t)[B
ρ
(t)]η+ζ∇t

[A(t)]η+θ
≤
(
Mη+θ η + ζ

η + θ − 1

)ζ ∫ ∞

a

w(t)fζ(t)[B
ρ
(t)]η

[A(t)]η+θ−ζ
∇t. (3.22)

Proof

(i) After employing the integration by parts formula-II to the left hand side of inequality (3.17) for the

functions u∇(t) =
w(t)

[Aρ(t)]η+θ
and v(t) = [B(t)]η+ζ , it becomes

∫ ∞

a

w(t)[B
ρ
(t)]η+ζ∇t

[Aρ(t)]η+θ
= u(t)B

η+ζ
(t)|∞a +

∫ ∞

a

−u(t)
[
B

η+ζ
(t)
]∇

∇t.

In view of how u∇ is given above, one can find that u(t) =

∫ t

a

w(s)

[Aρ(s)]η+θ
∇s. Using B(∞) = 0 and

u(a) = 0 imply that ∫ ∞

a

w(t)[B
ρ
(t)]η+ζ∇t

[Aρ(t)]η+θ
=

∫ ∞

a

−u(t)
[
B

η+ζ
(t)
]∇

∇t. (3.23)

Applying (2.2) to
[
B

η+ζ
(t)
]∇

and using B
∇
(t) = −f(t)w(t) ≤ 0, we obtain

−
[
B

η+ζ
(t)
]∇

= −(η + ζ)B
η+ζ−1

(d)B
∇
(t) = (η + ζ)w(t)f(t)B

η+ζ−1
(d).

For η + ζ > 1 and t ≥ d, one can observe that [B
ρ
(t)]η+ζ−1 ≥ [B(d)]η+ζ−1 and

−
[
B

η+ζ
(t)
]∇

≤ (η + ζ)w(t)f(t)[B
ρ
(t)]η+ζ−1. (3.24)

Since A∇(t) = −w(t) ≤ 0 and η + θ > 1, by (2.3), we get

[
A1−η−θ(t)

]∇
=

∫ 1

0

(1− η − θ)A∇(t)dh

[hA(t) + (1− h)Aρ(t)]η+θ
=

∫ 1

0

(η + θ − 1)w(t)dh

[hA(t) + (1− h)Aρ(t)]η+θ

≥ (η + θ − 1)

∫ 1

0

w(t)

[hAρ(t) + (1− h)Aρ(t)]η+θ
dh = (η + θ − 1)

w(t)

[Aρ(t)]η+θ
,

(3.25)

which implies w(t)

[Aρ(t)]η+θ
≤
[
A1−η−θ(t)

]∇
η + θ − 1

.

Then we can infer that

u(t) =

∫ t

a

w(s)∇s
[Aρ(s)]η+θ

≤
∫ t

a

[
A1−η−θ(s)

]∇ ∇s
η + θ − 1

=
−A1−η−θ(a) + [A(t)]1−η−θ

η + θ − 1
≤ [A(t)]1−η−θ

η + θ − 1
. (3.26)
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Substituting (3.24) and (3.26) into (3.23) leads to

∫ ∞

a

w(t)[B
ρ
(t)]η+ζ∇t

[Aρ(t)]η+θ
≤ η + ζ

η + θ − 1

∫ ∞

a

w(t)f(t)[B
ρ
(t)]η+ζ−1

[A(t)]η+θ−1
∇t, (3.27)

which is the desired result (3.17).

(ii) In order to obtain inequality (3.18), we use inequality (3.17). Employing the same procedure of the proof
of (ii) of Theorem 3.1, we obtain the desired result (3.18).

(iii) In order to obtain inequality (3.19), we use

[Aρ(t)](η+θ)(ζ−1)

[A(t)](η+θ−1)ζ
=

(
Aρ(t)

A(t)

)(η+θ)(ζ−1)
[A(t)]−η−θ

[A(t)]−ζ
≤ M (η+θ)(ζ−1)

[A(t)]η+θ−ζ

in inequality (3.18). Then the desired inequality (3.19) can be proved directly.

(iv) In order to obtain inequality (3.20), we use inequality (3.17). Employing the same procedure of the proof
of (iv) of Theorem 3.1, we obtain the desired inequality (3.20).

(v) After employing the integration by parts formula-II to the left hand side of inequality (3.20) for the

functions u∇(t) =
w(t)

[A(t)]η+θ
and v(t) = [B(t)]η+ζ , it becomes

∫ ∞

a

w(t)[B(t)]η+ζ∇t
[A(t)]η+θ

= u(t)B
η+ζ

(t)|∞a +

∫ ∞

a

−u(t)
[
B

η+ζ
(t)
]∇

∇t.

In view of how u∇ is given above, we deduce that u(t) =

∫ t

a

w(s)

[A(s)]η+θ
∇s. By using B(∞) = 0 and

u(a) = 0 , one can have

∫ ∞

a

w(t)[B(t)]η+ζ∇t
[A(t)]η+θ

=

∫ ∞

a

−u(t)
[
B

η+ζ
(t)
]∇

∇t. (3.28)

By following the procedure in the proof of (i), we obtain inequality (3.25) as

[
A1−η−θ(t)

]∇ ≥ (η + θ − 1)
w(t)

[Aρ(t)]η+θ
≥ η + θ − 1

Mη+θ

w(t)

[A(t)]η+θ
,

which implies w(t)

[A(t)]η+θ
≤Mη+θ

[
A1−η−θ(t)

]∇
η + θ − 1

.

Then, we can infer that

u(t) =

∫ t

a

w(s)∇s
[A(s)]η+θ

≤
∫ t

a

Mη+θ

[
A1−η−θ(s)

]∇ ∇s
η + θ − 1

=Mη+θ−A1−η−θ(a) + [A(t)]1−η−θ

η + θ − 1

≤Mη+θ [A(t)]
1−η−θ

η + θ − 1
.

(3.29)
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Substituting (3.24) and (3.29) into (3.28) leads to∫ ∞

a

w(t)[B(t)]η+ζ∇t
[A(t)]η+θ

≤Mη+θ η + ζ

η + θ − 1

∫ ∞

a

w(t)f(t)[B
ρ
(t)]η+ζ−1

[A(t)]η+θ−1
∇t,

which is the desired result (3.21).

(vi) In order to obtain inequality (3.22), we use inequality (3.21). Employing the same procedure of the
proof of (vi) of Theorem 3.1, we obtain the desired inequality (3.22).

2

Remark 3.9 Since [B(t)]η+ζ ≤ [B
ρ
(t)]η+ζ , the term [Bρ(t)]η+ζ on the left hand sides of the inequalities

(3.17)–(3.22) can be replaced by [B(t)]η+ζ .

Remark 3.10 Let η = 0. Then inequalities (3.17) and (3.18) are nabla counterparts of inequalties (2.48) and
(2.49) of [35, Theorem 2.10], respectively. If η ≥ 0, then inequality (3.20) is a nabla analogue of (2.17) of
[39, Theorem 2.3]. Inequality (3.19) follows from inequality (3.18) while inequalities (3.21) and (3.22) are new
results obtained for an arbitrary calculus of time scale even for the case η = 0.

Remark 3.11 If the time scale is set of real numbers, then for all t ∈ R, the backward jump operator results
in ρ(t) = t and M = 1 in (3.17)-(3.22). This choice forces inequalities (3.17) and inequality (3.21) to be the
same, and inequalities (3.18)–(3.20) and (3.22) being coincident with the outcomes as∫ ∞

a

w(t)[B(t)]η+ζdt

[A(t)]η+θ
≤ η + ζ

η + θ − 1

∫ ∞

a

w(t)f(t)[B(t)]η+ζ−1

[A(t)]η+θ−1
dt, (3.30)

and ∫ ∞

a

w(t)[B(t)]η+ζdt

[A(t)]η+θ
≤
[

η + ζ

η + θ − 1

]ζ ∫ ∞

a

w(t)fζ(t)[B(t)]η

[A(t)]η+θ−ζ
dt, (3.31)

respectively, where η ≥ 0, ζ > 1 and η + θ > 1 , A(t) =
∫ ∞

t

w(s)ds and B(t) =

∫ ∞

t

w(s)f(s)ds.

Since these inequalities have not been obtained so far, they are new for the continuous case. Moreover,
if η = 0, inequality (3.31) reduces to a continuous analogue of Bennett’s inequality in [9, Corollary 6] (or
Leindler’s inequality in [25, Proposition 4]).

Remark 3.12 If the time scale is set of natural numbers, then for all t ∈ N, the backward jump operator the
backward jump operator results in ρ(t) = t− 1 in (3.17)–(3.22).

Using
∫ ∞

ρ(t)

w(s)∇s =
∞∑

k=ρ(t)+1

w(k), we have Aρ(t) = A(t− 1) =

∞∑
k=t

w(k), where A(t) =

∞∑
k=t+1

w(k) and

B(t) =

∞∑
k=t+1

w(k)f(k). Let us assume that there exist M > 0 such that A(t)

A(t− 1)
≥ 1

M
. In this case for a = 0,

η ≥ 0, ζ > 1 , and η + θ > 1, inequalities (3.17)–(3.22) become

∞∑
t=1

w(t)[B(t− 1)]η+ζ

[A(t− 1)]η+θ
≤ η + ζ

η + θ − 1

∞∑
t=1

w(t)f(t)[B(t− 1)]η+ζ−1

[A(t)]η+θ−1
,
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∞∑
t=1

w(t)[B(t− 1)]η+ζ

[A(t− 1)]η+θ
≤
[

η + ζ

η + θ − 1

]ζ ∞∑
t=1

w(t)fζ(t)[B(t− 1)]η[A(t− 1)](η+θ)(ζ−1)

[A(t)](η+θ−1)ζ
,

∞∑
t=1

w(t)[B(t− 1)]η+ζ

[A(t− 1)]η+θ
≤
[

η + ζ

η + θ − 1

]ζ
M (η+θ)(ζ−1)

∞∑
t=1

w(t)fζ(t)[B(t− 1)]η

[A(t)]η+θ−ζ
,

∞∑
t=1

w(t)[B(t− 1)]η+ζ

[A(t− 1)]η+θ
≤
[
Mη+θ−1 η + ζ

η + θ − 1

]ζ ∞∑
t=1

w(t)fζ(t)[B(t− 1)]η

[A(t− 1)]η+θ−ζ
,

∞∑
t=1

w(t)[B(t− 1)]η+ζ

[A(t)]η+θ
≤Mη+θ η + ζ

η + θ − 1

∞∑
t=1

w(t)f(t)[B(t− 1)]η+ζ−1

[A(t)]η+θ−1
,

and
∞∑
t=1

w(t)[B(t− 1)]η+ζ

[A(t)]η+θ
≤
(
Mη+θ η + ζ

η + θ − 1

)ζ ∞∑
t=1

w(t)fζ(t)[B(t− 1)]η

[A(t)]η+θ−ζ
,

respectively. Let η = 0. If θ − ζ < 0, since inequality (1.8) implies the third and the fourth inequalities of the
above estimates, inequality (1.8) is sharper than these inequalities. However, the other inequalities not only
generalize the results of Bennett in [9, Corollary 6] (or Leindler in [25, Proposition 4]) for η ≥ 0 , they are also
new for the discrete case even for η = 0 .

The next theorem states the nabla unification of the discrete inequalities (1.5) and (1.7) and their
continuous versions (1.3), (1.11), and (1.13) as well as a nabla analogue of the delta inequality (1.16) for
nonnegative, ld-continuous, ∇ -differentiable, and locally nabla integrable functions w(t) and f(t) . Moreover,
this theorem provides novel results for discrete and continuous cases.

Theorem 3.13 For the functions w and f, we set A(t) =
∫ t

a

w(s)∇s and B(t) =

∫ ∞

t

w(s)f(s)∇s. Assume

that B(a) <∞ and
∫ ∞

a

w(t)∇t
[A

ρ
(t)]θ+η

<∞. If η ≥ 0, ζ > 1 and η + θ < 1 are real constants, then

(i) ∫ ∞

a

w(t)[B
ρ
(t)]η+ζ∇t

[A(t)]η+θ
≤ η + ζ

1− η − θ

∫ ∞

a

w(t)f(t)[B
ρ
(t)]η+ζ−1

[A(t)]η+θ−1
∇t. (3.32)

(ii) ∫ ∞

a

w(t)[B
ρ
(t)]η+ζ∇t

[A(t)]η+θ
≤
[

η + ζ

1− η − θ

]ζ ∫ ∞

a

w(t)fζ(t)[B
ρ
(t)]η

[A(t)]η+θ−ζ
∇t. (3.33)

Proof

(i) After employing the integration by parts formula-II to the left hand side of inequality (3.32) for the

functions u∇(t) =
w(t)

[A(t)]η+θ
and v(t) = [B(t)]η+ζ , it becomes

∫ ∞

a

w(t)[B
ρ
(t)]η+ζ∇t

[A(t)]η+θ
= u(t)B

η+ζ
(t)|∞a +

∫ ∞

a

−u(t)
[
B

η+ζ
(t)
]∇

∇t.
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In view of how u∇ is given above, we deduce that u(t) =

∫ t

a

w(s)

[A(s)]η+θ
∇s. By using B(∞) = 0 and

u(a) = 0 , one can have

∫ ∞

a

w(t)[B
ρ
(t)]η+ζ∇t

[A(t)]η+θ
=

∫ ∞

a

−u(t)
[
B

η+ζ
(t)
]∇

∇t. (3.34)

Applying (2.2) to
[
B

η+ζ
(t)
]∇

and using B
∇
(t) = −f(t)w(t) ≤ 0, we obtain

−
[
B

η+ζ
(t)
]∇

= −(η + ζ)B
η+ζ−1

(d)B
∇
(t) = (η + ζ)w(t)f(t)B

η+ζ−1
(d).

For η + ζ > 1 and t ≥ d, one can observe that [B
ρ
(t)]η+ζ−1 ≥ [B(d)]η+ζ−1 and

−
[
B

η+ζ
(t)
]∇

≤ (η + ζ)w(t)f(t)[B
ρ
(t)]η+ζ−1. (3.35)

Since A∇
(t) = w(t) ≥ 0 and 0 ≤ η + θ < 1, by (2.3), we get

[
A

1−η−θ
(t)
]∇

=

∫ 1

0

(1− η − θ)A
∇
(t)dh

[hA(t) + (1− h)A
ρ
(t)]η+θ

=

∫ 1

0

(1− η − θ)w(t)dh

[hA(t) + (1− h)A
ρ
(t)]η+θ

≥ (1− η − θ)

∫ 1

0

w(t)

[hA(t) + (1− h)A(t)]η+θ
dh = (1− η − θ)

w(t)

[A(t)]η+θ
,

which implies w(t)

[A(t)]η+θ
≤

[
A

1−η−θ
(t)
]∇

1− η − θ
.

Then we can infer that

u(t) =

∫ t

a

w(s)∇s
[A(s)]η+θ

≤
∫ t

a

[
A

1−η−θ
(s)
]∇

∇s

1− η − θ
=

−A1−η−θ
(a) + [A(t)]1−η−θ

1− η − θ
≤ [A(t)]1−η−θ

1− η − θ
. (3.36)

Substituting (3.35) and (3.36) into (3.34) leads to the desired result (3.32).

(ii) In order to obtain inequality (3.33), we will use inequality (3.32). Employing the same procedure of the
proof of (ii) of Theorem 3.1, we obtain the desired result (3.33).

2

Remark 3.14 Since [B(t)]η+ζ ≤ [B
ρ
(t)]η+ζ , the term [Bρ(t)]η+ζ on the left hand sides of the inequalities

(3.32) and (3.33) can be replaced by [B(t)]η+ζ .

Remark 3.15 Let η = 0. Then inequalities (3.32) and (3.33) are nabla counterparts of inequalties (2.21) and
(2.22) of [35, Theorem 2.5], respectively. If η ≥ 0, then inequality (3.33) is a nabla analogue of (2.4) of [39,
Theorem 2.1].
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Remark 3.16 If we choose η = 0 and w(t) = 1 in inequality (3.33), then for 0 ≤ θ < 1, we have

∫ ∞

a

1

(t− a)θ

(∫ ∞

t

f(s)∇s
)ζ

∇t ≤
[

ζ

1− θ

]ζ ∫ ∞

a

fζ(t)

(t− a)θ−ζ
∇t. (3.37)

Remark 3.17 If the time scale is set of real numbers, then for all t ∈ R, the backward jump operator results
in ρ(t) = t in (3.32) and (3.33). Hence, inequalities (3.32) and (3.33) become

∫ ∞

a

w(t)[B(t)]η+ζdt

[A(t)]η+θ
≤ η + ζ

1− η − θ

∫ ∞

a

w(t)f(t)[B(t)]η+ζ−1

[A(t)]η+θ−1
dt,

and ∫ ∞

a

w(t)[B(t)]η+ζdt

[A(t)]η+θ
≤
[

η + ζ

1− η − θ

]ζ ∫ ∞

a

w(t)fζ(t)[B(t)]η

[A(t)]η+θ−ζ
dt, (3.38)

respectively, where η ≥ 0, ζ > 1 , and η + θ < 1 , A(t) =
∫ t

a

w(s)ds and B(t) =

∫ ∞

t

w(s)f(s)ds.

For a = 0, inequality (3.38) provides exactly the same result as inequality (6) in [31, Theorem 1] and
inequality (9) in [32, Theorem 3] if H(x) = x.

Inequality (3.38) reduces to Copson’s inequality in [15, Theorem 3] if η = 0 .
When η = 0 = a and w(t) = 1 in inequality (3.38), we have Hardy inequality (1.3) and if in addition

ζ = θ, Hardy’s inequality (1.2) is established.

Remark 3.18 If the time scale is set of natural numbers, then for all t ∈ N, the backward jump operator results
in ρ(t) = t− 1 in (3.32)-(3.33).

Using
∫ ρ(t)

a

w(s)∇s =

ρ(t)∑
k=a+1

w(k), we have A
ρ
(t) = A(t − 1) =

t−1∑
k=a+1

w(k), where A(t) =

t∑
k=a+1

w(k)

and B(t) =

∞∑
k=t+1

w(k)f(k). In this case for a = 0, η ≥ 0, ζ > 1 and η + θ < 1 , inequalities (3.32) and (3.33)

become
∞∑
t=1

w(t)[B(t− 1)]η+ζ

[A(t)]η+θ
≤ η + ζ

η + θ − 1

∞∑
t=1

w(t)f(t)[B(t− 1)]η+ζ−1

[A(t)]η+θ−1
,

and
∞∑
t=1

w(t)[B(t− 1)]η+ζ

[A(t)]η+θ
≤
[

η + ζ

η + θ − 1

]ζ ∞∑
t=1

w(t)fζ(t)[B(t− 1)]η

[A(t)]η+θ−ζ
.

respectively. These inequalities are sharper than the results of Copson in [14, Theorem 2.1] and of Bennett in
[9, Corollary 4] (or Leindler in [25, Proposition 2]) in the special cases and generalize them for η ≥ 0.

The next theorem states the nabla unification of the discrete inequality (1.6) and a nabla analogue of the
delta inequality (1.14) for nonnegative, ld-continuous, ∇ -differentiable, and locally nabla integrable functions
w(t) and f(t) . Moreover, this theorem provides new results for the continuous case.
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Theorem 3.19 For the functions w and f, we set A(t) =
∫ ∞

t

w(s)∇s and B(t) =

∫ t

a

w(s)f(s)∇s. Assume

that B(∞) <∞ and
∫ ∞

a

w(t)∇t
[Aρ(t)]θ+η

<∞. If η ≥ 0, ζ > 1 and η + θ < 1 are real constants, then

(i) ∫ ∞

a

w(t)[B(t)]η+ζ∇t
[Aρ(t)]η+θ

≤ η + ζ

1− η − θ

∫ ∞

a

w(t)f(t)[B(t)]η+ζ−1

[Aρ(t)]η+θ−1
∇t. (3.39)

(ii) ∫ ∞

a

w(t)[B(t)]η+ζ∇t
[Aρ(t)]η+θ

≤
[

η + ζ

1− η − θ

]ζ ∫ ∞

a

w(t)fζ(t)[B(t)]η

[Aρ(t)]η+θ−ζ
∇t. (3.40)

Proof

(i) After employing the integration by parts formula-I to the left hand side of inequality (3.39) for the functions

u∇(t) =
w(t)

[Aρ(t)]η+θ
and v(t) = [B(t)]η+ζ , it becomes

∫ ∞

a

w(t)[B(t)]η+ζ∇t
[Aρ(t)]η+θ

= u(t)Bη+ζ(t)|∞a +

∫ ∞

a

−uρ(t)
[
Bη+ζ(t)

]∇ ∇t.

In view of how u∇ is given above, we deduce that u(t) = −
∫ ∞

t

w(s)

[Aρ(s)]η+θ
∇s. By using B(a) = 0 and

u(∞) = 0 , one can have

∫ ∞

a

w(t)[B(t)]η+ζ∇t
[Aρ(t)]η+θ

=

∫ ∞

a

−uρ(t)
[
Bη+ζ(t)

]∇ ∇t. (3.41)

Applying (2.2) to
[
Bη+ζ(t)

]∇ and using B∇(t) = f(t)w(t) ≥ 0, we obtain

[
Bη+ζ(t)

]∇
= (η + ζ)Bη+ζ−1(d)B∇(t) = (η + ζ)w(t)f(t)Bη+ζ−1(d).

For η + ζ > 1 and t ≥ d, one can observe that [B(t)]η+ζ−1 ≥ [B(d)]η+ζ−1 and

[
Bη+ζ(t)

]∇ ≤ (η + ζ)w(t)f(t)[B(t)]η+ζ−1. (3.42)

Since A∇(t) = −w(t) ≤ 0 and 0 ≤ η + θ < 1, by the chain rule for nabla derivative (2.3), we get

[
A1−η−θ(t)

]∇
=

∫ 1

0

(1− η − θ)A∇(t)dh

[hA(t) + (1− h)Aρ(t)]η+θ
=

∫ 1

0

−(1− η − θ)w(t)dh

[hA(t) + (1− h)Aρ(t)]η+θ

≤ (1− η − θ)

∫ 1

0

w(t)

[hAρ(t) + (1− h)Aρ(t)]η+θ
dh = −(1− η − θ)

w(t)

[Aρ(t)]η+θ
,

which implies that w(t)

[Aρ(t)]η+θ
≤

−
[
A1−η−θ(t)

]∇
1− η − θ

.
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Then we can infer that

−uρ(t) =
∫ ∞

ρ(t)

w(s)∇s
[Aρ(s)]η+θ

≤
∫ ∞

ρ(t)

−
[
A1−η−θ(s)

]∇ ∇s
1− η − θ

=
−A1−η−θ(∞) + [Aρ(t)]1−η−θ

1− η − θ

≤ [Aρ(t)]1−η−θ

1− η − θ
.

(3.43)

Substituting (3.42) and (3.43) into (3.41) leads to the desired result (3.39).

(ii) In order to obtain inequality (3.40), we will use inequality (3.39) and we will apply the same arguments
used in the proof of (ii) of Theorem 3.1.

2

Remark 3.20 Since [Bρ(t)]η+ζ ≤ [B(t)]η+ζ , the term [B(t)]η+ζ on the left hand sides of the inequalities (3.39)
and (3.40) can be replaced by [Bρ(t)]η+ζ .

Remark 3.21 Let η = 0. Then inequalities (3.39) and (3.40) are nabla counterparts of the inequalties given in
[35, Theorem 2.9], respectively. If η ≥ 0, then inequality (3.40) is a nabla analogue of inequality (2.11) of [39,
Theorem 2.2].

Remark 3.22 If the time scale is set of real numbers, then for all t ∈ R, the backward jump operator results
in ρ(t) = t in (3.39) and (3.40). Hence, inequalities (3.39) and (3.40) become

∫ ∞

a

w(t)[B(t)]η+ζdt

[A(t)]η+θ
≤ η + ζ

1− η − θ

∫ ∞

a

w(t)f(t)[B(t)]η+ζ−1

[A(t)]η+θ−1
dt,

and ∫ ∞

a

w(t)[B(t)]η+ζdt

[A(t)]η+θ
≤
[

η + ζ

1− η − θ

]ζ ∫ ∞

a

w(t)fζ(t)[B(t)]η

[A(t)]η+θ−ζ
dt, (3.44)

respectively, where η ≥ 0, ζ > 1 and η + θ < 1 A(t) =

∫ ∞

t

w(s)ds and B(t) =

∫ t

a

w(s)f(s)ds.

Since these inequalities have not been obtained so far, they are new for the continuous case. Moreover,
if η = 0, inequality (3.44) reduces to a continuous analogue of Bennett’s inequality in [9, Corollary 5] (or
Leindler’s inequality in [25, Proposition 3]).

Remark 3.23 If the time scale is set of natural numbers, then for all t ∈ N, the backward jump operator
becomes ρ(t) = t− 1 in (3.39) and (3.40).

Using
∫ ∞

ρ(t)

w(s)∇s =

∞∑
k=ρ(t)+1

w(k), we have Aρ(t) = A(t − 1) =

∞∑
k=t

w(k), where A(t) =

∞∑
k=t+1

w(k).

Moreover, B(t) =

t∑
k=a+1

w(k)f(k). In this case, for a = 0, η ≥ 0, ζ > 1 , and η + θ < 1 , inequalities (3.39)

and (3.40) become
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∞∑
t=1

w(t)[B(t)]η+ζ

[A(t− 1)]η+θ
≤ η + ζ

1− η − θ

∞∑
t=1

w(t)f(t)[B(t)]η+ζ−1

[A(t− 1)]η+θ−1
,

and
∞∑
t=1

w(t)[B(t)]η+ζ

[A(t− 1)]η+θ
≤
[

η + ζ

1− η − θ

]ζ ∞∑
t=1

w(t)fζ(t)[B(t)]η

[A(t− 1)]η+θ−ζ
,

respectively. The second inequality is sharper than the result of Bennett [9, Corollary 5] (or Leindler [25,
Proposition 3]) in the special case η = 0 and generalizes it for η ≥ 0 while the first one is new for the discrete
case and for all η ≥ 0 .

4. Conclusion
Since time scale calculus enables us to avoid the separate discussion of the two cases, which are continuous and
discrete cases, the unification of these cases by nabla calculus has gained importance in recent years. In this
paper, nabla Hardy–Copson type inequalities, which are analagous to the results of the delta time scale calculus
and are unifications of the related continuous and discrete results, are established. Some of these inequalities
are obtained similarly from the results on the delta calculus while the others appear here for the first time even
for the special cases. Beside their generalization properties, these inequalities could serve as starting points for
the new results in diamond alpha calculus, which is a linear combination of delta and nabla time scale calculi.
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