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Abstract: This paper derives the optimality conditions for a Mayer problem with discrete and differential inclusions
with viable constraints. Applying necessary and sufficient conditions of problems with geometric constraints, we prove
optimality conditions for second order discrete inclusions. Using locally adjoint mapping, we derive Euler-Lagrange form
conditions and transversality conditions for the optimality of the discrete approximation problem. Passing to the limit,
we establish sufficient conditions to the optimal problem with viable constraints. Conditions ensuring the existence of
solutions to the viability problems for differential inclusions of second order have been studied in recent years. However,
optimization problems of second-order differential inclusions with viable constraints considered in this paper have not
been examined yet. The results presented here are motivated by practices for optimization of various fields as the mass
movement model well known in traffic balance and operations research.
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1. Introduction
Recently viability theory has been intensively examined for its use in practice. This theory is a very attractive
theoretical approach for the modeling of complex dynamical systems. In 1990, Aubin dealt with viability theory
as an area of mathematics that studies the evolution of dynamical systems under constraints on the state [4, 5].
Conditions ensuring the existence of solutions to the viability problems for differential inclusions of second
order have been studied in recent years [1–3, 6, 9–11, 15, 29, 33]. Using fixed point theory for set-valued upper
semicontinuous maps, Green’s functions, and upper and lower solutions, the authors in [8] determine existence
results for solutions of second order dynamic inclusions. Loewen and Rockafellar [14] consider Mayer problem of
optimal control whose dynamic constraint is given by a convex valued differential inclusion and state constraint
is set-valued. Benchohra and Ntouyas investigate the existence of solutions on a compact interval to a three
and four-point boundary value problem for second order differential inclusions in the case when the multivalued
function has nonconvex values [7]. The authors in [34] study weak-stability and saddle point theorems of
multiobjective optimization problems that have an infinite number of constraints.

Dealing with optimal problems of high order differential inclusions is a complex case due to the difficulties
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in expressing the optimality conditions. We particularly refer the reader to work of Mahmudov for a thorough
study of necessary and sufficient conditions for the optimality of the higher order differential inclusions of Bolza
and Mayer types [12, 16, 18–20, 22]. The authors in [25–27] study high-order necessary optimality conditions for
discrete optimal control problems. Second-order necessary optimality conditions for an optimal control problem
with a nonconvex cost function and state-control constraints are obtained in [31]. The work in [13] is concerned
with optimality conditions for nonconvex optimization problems in reflexive Banach spaces. The work in [30]
is devoted to the optimal control of discontinuous differential inclusions of the normal cone type governed by a
generalized version of the Moreau sweeping process with control functions that act in both nonconvex moving
sets and additive perturbations.

Mahmudov [23] investigates optimization problems of partial differential inclusions of Goursat-Darboux
type and the author presents sufficient conditions for optimality both for convex and nonconvex cases. Mahmu-
dov, in [24], considers two optimization problems for discrete elliptic inclusions and gives optimality conditions
for the problems.

There are limited number of articles devoted to the optimization problem of second order differential
inclusions with viable constraints. Establishing the dual problem, Mahmudov formulates the optimality con-
ditions for a second-order viability discrete and differential inclusions with endpoint constraints [21]. In the
present paper, we derive the optimality conditions for the Mayer problem of second order discrete and differen-
tial inclusions with viable constraints that have not been examined yet.The results presented here are motivated
by practices for optimization of the mass movement model well known in traffic balance and operations research,
for optimization of epidemiological models that are under review recently.

We arrange our paper as follows. In Section 2, we give the necessary facts and further results from the
book by Mahmudov [17]; locally adjoint mapping (LAM), Hamiltonian function, propositions giving relation
between locally adjoint mapping of set-valued mappings F and Ω , and relation between subdifferentials of
proper convex functions.

In Section 3, optimality conditions for the second order discrete inclusion problem are derived, reducing
this problem to a convex problem with geometric constraints. We obtain necessary and sufficient optimality
conditions in terms of LAMs.

Using first and second order difference operators and an auxiliary multifunction, we approximate the
convex problem by the discrete approximation problem in Section 4. Euler-Lagrange form conditions and
transversality conditions for the discrete approximation problem are formulated applying locally adjoint mapping
and the subdifferential of the target functional. Generally, there are some difficulties in constructing adjoint
inclusions and viability conditions, but we achieve it by the approximation and formulation of the equivalence
theorems.

In Section 5, setting λ = 1 and passing to the formal limit in conditions of the discrete-approximation
problem as the discrete step δ → 0 , we establish the sufficient optimality conditions for the convex optimization
problem of second order differential inclusions with viable constraints. We give an example that is an application
to the results obtained for the convex problem. We derive also Euler-Lagrange type conditions and transversality
conditions for the nonconvex problem with viable constraints.

Let Rn be n -dimensional Euclidean space, ⟨x, u⟩ be inner product of elements x, u ∈ Rn and (x, u) be
pair of x, u . Assume that F : R2n ⇒ Rn is a multivalued mapping and φ : R2n → R ∪ {+∞} is a proper
single valued function, M and N are nonempty subsets of Rn , Q is a nonempty subset of Rn ×Rn such that
(M ×N)∩Q ̸= ∅ and domF ∩ (M ×N) ̸= ∅ . In this paper, we derive optimality conditions for Mayer problem
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for second order differential inclusions with viable constraints applied to the trajectory and its derivative

minimize φ
(
x(b), x′(b)

)
(1.1)

x′′(t) ∈ F
(
x(t), x′(t)

)
, a.e. t ∈ [a, b], (1.2)

x(t) ∈M, x′(t) ∈ N, a.e. t ∈ [a, b] (1.3)

x(a) = α0, x
′(a) = β0,

(
x(b), x′(b)

)
∈ Q, (1.4)

where α0 ∈ M, β0 ∈ N . The problem is to find an arc x̃(t) , satisfying boundary conditions (1.4), viability
constraints (1.3) and second order differential inclusions (1.2) almost everywhere (a.e.) on [a, b] that minimizes
the Mayer functional φ(x(b), x′(b)) . A feasible trajectory x(·) in the problem is taken to be an absolutely
continuous function on time interval [a, b] together with the first order derivatives for which x′′(·) ∈ Ln

1 ([a, b]) .
In order to construct the optimality conditions to the problem (1.1)–(1.4), we begin with the second order

discrete problem in Section 3.

2. Preliminaries
Throughout this paper, we use the notions of Mahmudov [17]. The graph of a multivalued function F :

Rn × Rn ⇒ Rn is defined by gphF = {(x, u, v) | v ∈ F (x, u)} and F is convex if its graph is a convex subset
of Rn × Rn × Rn . The multivalued mapping F is convex closed if its graph is a convex closed set in R3n and
is convex-valued if F (x, u) is a convex set for each (x, u) ∈ domF = {(x, u) | F (x, u) ̸= ∅} . The Hamiltonian
function and argmaximum set for multivalued mapping F are defined by

HF (x, u, v
∗) = sup

v
{⟨v, v∗⟩ | v ∈ F (x, u)}, v∗ ∈ Rn,

FArg(x, u; v
∗) ≡ FA(x, u; v

∗) = {v ∈ F (x, u) | ⟨v, v∗⟩ = HF (x, u, v
∗)},

respectively. For convex F , we set HF (x, u, v
∗) = −∞ if F (x, u) = ∅ .

The interior of the set A ⊆ R3n is denoted by intA and the relative interior of the set A , i.e. the set of
interior points of A with respect to its affine hull Aff A is denoted by riA . The convex cone KA(z0), z0 = (x, u, v)

is called the cone of tangent directions at a point z0 ∈ A to an arbitrary A if from z̄ = (x̄, ū, v̄) ∈ KA(z0) it
follows that z̄ is a tangent vector to the set A at point z0 ∈ A , i.e. there exists such function Φ(λ) ∈ R3n

that z0 + λz̄ + Φ(λ) ∈ A for sufficiently small λ > 0 and λ−1Φ(λ) → 0 , as λ ↓ 0 . If A is a convex set, then
KA(z0) = cone(A− z0) .

The cone of tangent directions KA(z0) at z0 ∈ A is called a local tent if for any z̄0 ∈ riKA(z0) there
exists a convex cone K ⊆ KA(z0) and a continuous mapping ψ(z̄) defined in the neighborhood of the origin
such that

(i) z̄0 ∈ K,LinK = LinKA(z0) where LinK is the linear span of K ,

(ii) ψ(z̄) = z̄ + r(z̄), r(z̄)∥z̄∥−1 → 0 as z̄ → 0 ,

(iii) z0 + ψ(z̄) ∈ A, z̄ ∈ K ∩ Sε(0) for some ε > 0 ,
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where Sε(0) is the ball of radius ε .
For a convex mapping F the cone of tangent directions at a point (x, u, v) ∈ gphF is defined by

KgphF (x, u, v) = cone[gphF − (x, u, v)]

= {(x̄, ū, v̄) | x̄ = λ(x1 − x), ū = λ(u1 − u), v̄ = λ(v1 − v)}, ∀(x1, u1, v1) ∈ gphF

and its locally adjoint mapping (LAM) at that point is

F ∗(v∗; (x, u, v)) = {(x∗, u∗) | (x∗, u∗,−v∗) ∈ K∗
gphF (x, u, v)},

where K∗
gphF (x, u, v) is the dual cone to the cone of tangent directions KgphF (x, u, v) .

The following multivalued mapping

F ∗(v∗; (x, u, v)) = {(x∗, u∗) | HF (x1, u1, v
∗)−HF (x, u, v

∗) ≤ ⟨x∗, x1 − x⟩+ ⟨u∗, u1 − u⟩,

∀(x1, u1) ∈ R2n}, v ∈ FA(x, u, v
∗)

is called the LAM to a nonconvex mapping F at point (x, u, v) ∈ gphF [17].
Trajectories that comply with the constraint (1.3) are called viable. In other words, trajectories that

remain within the set M for each t ∈ [a, b] [4, 5].
The subdifferential [17, 32] of a function g at point (x0, u0) is the set

∂g(x0, u0) = {(x∗, u∗) | g(x, u)− g(x0, u0) ≥ ⟨x− x0, x
∗⟩+ ⟨u− u0, u

∗⟩,∀(x, u)}.

Definition 2.1 The function h(·, x) is called a CUA [17] of function g : X → Rn ∪ {±∞} at every fixed point
x ∈ domg = {x : |g(x)| < +∞} , if

1. h(x̄, x) ≥ supr(·)limsupλ↓0
g(x+λx̄+r(λ))−g(x)

λ for all x̄ ̸= 0 ;

2. h(x̄, x) is a closed (lower semicontinuous) positively homogeneous convex function.

Note that for the function g there exist a lot of CUAs. If function g is convex and continuous at a point
x then g(x, x̄) is a CUA for g and in this case CUA and ∂g(x) overlap.

We refer to [16, Theorem 3.2] for the following Proposition that we use in Section 4.

Proposition 2.2 Let convex set-valued mapping Ω(·, ·, t) : Rn × Rn ⇒ Rn be defined by Ω(x, u) = 2u − x +

δ2F
(
x, u−x

δ

)
, where F is a given convex set-valued mapping. Then the following inclusions are equivalent

1. (x∗, u∗) ∈ Ω∗(v∗; (x, u, v)), v ∈ ΩArg(x, u; v
∗)

2.
(

x∗+u∗−v∗

δ2 , u
∗−2v∗

δ

)
∈ F ∗ (v∗; (u−x

δ , v−2u+x
δ2

))
, v−2u+x

δ2 ∈ FArg

(
x, u−x

δ ; v∗
)
, v∗ ∈ Rn ,

where ΩArg(x, u; v
∗) is the argmaximum set for the mapping Ω .

Now let recall [16, Theorem 3.1] that we apply in the proof of Theorem 4.3.
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Proposition 2.3 Suppose φ̄(·, ·) is a proper convex function defined by the relation φ̄(x, y) ≡ φ
(
x, y−x

δ

)
then

the following inclusions are equivalent

a) (x̄∗, ȳ∗) ∈ ∂x,yφ̄(x, y), (x, y) ∈ domφ̄

b) (x̄∗ + ȳ∗, δȳ∗) ∈ ∂φ
(
x, y−x

δ

)
,
(
x, y−x

δ

)
∈ domφ .

3. Optimality conditions for discrete-time problem
We deal with second order discrete Mayer problem

minimize g(xT−1, xT ) (3.1)

xt+2 ∈ F (xt, xt+1), t = 0, . . . , T − 2 (3.2)

xt ∈M, xt+1 − xt ∈ N, t = 1, 2, . . . , T − 2, (3.3)

x0 = α0, x1 = α1, (xT−1, xT − xT−1) ∈ Q, (3.4)

where g(·, ·) : Rn × Rn → R1 ∪ {+∞} , is a real-valued function, F : R2n ⇒ Rn is a multivalued mapping and
T is a fixed natural number, M and N subsets of Rn and Q ⊆ Rn ×Rn , α0 ∈M,α1 ∈ Rn , fix numbers. The
feasible trajectory for the stated problem (3.1)–(3.4) is a sequence {xt}Tt=0 = {xt| t = 0, 1, . . . , T} .
If the multivalued function F is convex, g(·, ·) is a convex proper function and sets in the problem are convex
sets then the discrete problem (3.1)–(3.4) is said to be convex.

Definition 3.1 [17] If one of the following cases for points x0t ∈ Rn is fulfilled

(i) (x0t , x
0
t+1, x

0
t+2) ∈ri(gphF ),

(ii) (x0t , x
0
t+1, x

0
t+2) ∈ int(gphF ), t = 0, . . . T − 2 (with the possible exception of one fixed t0 ),

and g(·, ·) is continuous at (x0t , x
0
t+1) , we say that the regularity condition for the convex problem (3.1)–(3.4)

is satisfied.

Firstly, we consider convex problem (3.1)–(3.4). Let us introduce a vector p = (x0, x1, . . . , xT ) ∈ Rn(T+1) and
define the following convex sets in the space Rn(T+1)

St = {p = (x0, x1, . . . , xT ) | (xt, xt+1, xt+2) ∈ gphF}, t = 0, 1, . . . , T − 2,

R̃t = {p = (x0, x1, . . . , xT ) | xt ∈M, xt+1 − xt ∈ N}, t = 1, . . . , T − 2,

Φ0 = {p = (x0, . . . , xT ) | x0 = α0}, Φ1 = {p = (x0, . . . , xT ) | x1 = α1}

and ΦT = {p = (x0, . . . , xT ) | (xT−1, xT − xT−1) ∈ Q}.

Using the definition of dual cone, we should compute the dual of the cones of tangent directions KR̃t
(p) and

KΦT
(p) . Dual cones K∗

St
(p) are verified according to Mahmudov in [16]

K∗
St
(p) = {p∗ = (x∗0, . . . , x

∗
T ) | (x∗t , x∗t+1, x

∗
t+2) ∈ K∗

gphF (xt, xt+1, xt+2),

x∗k = 0, k ̸= t, t+ 1, t+ 2}, t = 0, 1, . . . , T − 2,
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where K∗
gphF (xt, xt+1, xt+2) , is dual to the cones of tangent directions KgphF (xt, xt+1, xt+2) ,

(xt, xt+1, xt+2) ∈ gphF .
Also, it is easy to compute K∗

Φ0
(p) = {p∗ = (x∗0, . . . , x

∗
T ) | x∗0 ∈ Rn, x∗t = 0, t = 1, . . . , T}

and K∗
Φ1

(p) = {p∗ = (x∗0, . . . , x
∗
T ) | x∗1 ∈ Rn, x∗t = 0, t ̸= 1}.

The following Lemma establishes dual cones K∗
R̃t
, t = 1, . . . , T − 2 using the dual cones K∗

M and K∗
N of the

cones of tangent directions KM and KN , respectively.

Lemma 3.2 Let p ∈ R̃t , t = 1, . . . , T − 2 , be given. Then the cone of tangent directions to R̃t at p and its
dual cone are given by

KR̃t
(p) = {p = (x0, . . . , xt, xt+1, . . . xT ) | xt ∈ KM (xt), xt+1 − xt ∈ KN (xt+1 − xt), xk ∈ Rn, k ̸= t, t+ 1},

t = 1, 2, . . . , T − 2,

K∗
R̃t
(p) = {p∗ = (x∗0, . . . , x

∗
T ) | x∗t + x∗t+1 ∈ K∗

M (xt), x
∗
t+1 ∈ K∗

N (xt+1 − xt), x
∗
k = 0, k ̸= t, t+ 1},

t = 1, 2, . . . , T − 2,

respectively.

Proof For any t = 1, 2, . . . , T − 2 let us first compute KR̃t
(p) , the cone of tangent directions to R̃t at the

given point p . By the definition of cone of tangent directions, KR̃t
(p) consists of points p = (x0, . . . , xT ) such

that p+λp ∈ R̃t holds for sufficiently small λ > 0 . Then from the formula of R̃t the last inclusion is analogous
to (xt+1 + λxt+1) − (xt + λxt) ∈ N , (xt + λxt) ∈ M , satisfied for sufficiently small λ > 0 , and xk arbitrary
for k ̸= t, t + 1 . Therefore, by inclusions (xt+1 − xt) + λ(xt+1 − xt) ∈ N and (xt + λxt) ∈ M , we obtain
xt+1 − xt ∈ KN (xt+1 − xt) and xt ∈ KM (xt) , respectively and since xk are arbitrary for k ̸= t, t + 1 then
xk ∈ Rn, k ̸= t, t+ 1 . Thus, we have

KR̃t
(p) = {p = (x0, . . . , xt, xt+1, . . . xT ) | xt ∈ KM (xt), xt+1 − xt ∈ KN (xt+1 − xt), xk ∈ Rn, k ̸= t, t+ 1},

t = 1, 2, . . . , T − 2.

On the other hand, by the definition of dual cone, p∗ ∈ K∗
R̃t
(p) if and only if

⟨p∗, p⟩ =
T∑

k=0

⟨x∗k, xk⟩ ≥ 0, ∀p = (x0, . . . , xt, xt+1, . . . , xT ) ∈ KR̃t
(p), t = 1, 2, . . . , T − 2

or equivalently if and only if for all xt ∈ KM (xt) , xt+1 − xt ∈ KN (xt+1 − xt) and xk arbitrary for k ̸= t, t+1

⟨x∗0, x0⟩+ · · ·+ ⟨x∗t , xt⟩+ ⟨x∗t+1, xt+1⟩+ · · ·+ ⟨x∗T , xT ⟩ ≥ 0

holds. From the arbitrariness of components xk, k ̸= t, t+1 , last inequality reduces to ⟨x∗t , xt⟩+⟨x∗t+1, xt+1⟩ ≥ 0

and after some rearrangements, we obtain inequality

⟨x∗t + x∗t+1, xt⟩+ ⟨x∗t+1, xt+1 − xt⟩ ≥ 0, (3.5)

satisfied for all xt ∈ KM (xt), xt+1 − xt ∈ KN (xt+1 − xt) . Putting xt+1 − xt = 0 , inequality (3.5) gives us
⟨x∗t + x∗t+1, xt⟩ ≥ 0 that is satisfied for each xt ∈ KM (xt) , provided that x∗t + x∗t+1 ∈ K∗

M (xt) .
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Similarly, since xt ∈ M , then inequality (3.5) holds also at xt = 0 ∈ KM (xt) . Thus, we have x∗t+1 ∈
K∗

N (xt+1 − xt) . Therefore, we obtain the desired relation for the dual cone to the cone KR̃t
(p) . 2

Lemma 3.3 Suppose p ∈ ΦT is given. The cone of tangent directions to the set ΦT = {p = (x0, . . . , xT ) |
(xT−1, xT − xT−1) ∈ Q} at p and its dual are defined by

KΦT
(p) = {p = (x0, . . . , xT−1, xT ) | (xT−1, xT − xT−1) ∈ KQ(xT−1, xT − xT−1), xk ∈ Rn, k ̸= T − 1, T}

and

K∗
ΦT

(p) = {p∗ = (x∗0, . . . , x
∗
T−1, x

∗
T ) | (x∗T−1 + x∗T , x

∗
T ) ∈ K∗

Q(xT−1, xT − xT−1), x
∗
k = 0, k ̸= T − 1, T},

respectively.

Proof Let us take p = (x0, . . . xT−1, xT ) ∈ KΦT
(p) then from the definition of tangent cones, we obtain

p + λp ∈ ΦT for sufficiently small λ > 0 . By the definition of the set ΦT , the last inclusion is equivalent to
(xT−1 + λxT−1, (xT + λxT )− (xT−1 + λxT−1)) ∈ Q , satisfied for sufficiently small λ > 0 . Therefore, it is not
hard to see that (xT−1, xT −xT−1) ∈ KQ(xT−1, xT −xT−1) and xk arbitrary for k ̸= T − 1, T , and as a result,
we have the demanded result for the cone of tangent directions KΦT

.
On the other hand, p∗ ∈ K∗

ΦT
(p) if and only if

⟨p∗, p⟩ =
T∑

k=0

⟨x∗k, xk⟩ ≥ 0 for ∀p ∈ KΦT
(p),

or similarly ⟨x∗0, x0⟩+· · ·+⟨x∗T−1, xT−1⟩+⟨x∗T , xT ⟩ ≥ 0 satisfied for all (xT−1, xT−xT−1) ∈ KQ(xT−1, xT−xT−1)

and xk ∈ Rn, k ̸= T − 1, T .
From the arbitrariness of components xk, k ̸= T − 1, T it is evident that x∗k = 0 for k ̸= T − 1, T , so that
the last inequality reduces to the following one

⟨x∗T−1, xT−1⟩+ ⟨x∗T , xT ⟩ ≥ 0,

which is equivalent to ⟨x∗T−1 + x∗T , xT−1⟩ + ⟨x∗T , xT − xT−1⟩ ≥ 0 that holds for all (xT−1, xT − xT−1) ∈
KQ(xT−1, xT − xT−1) . Thus, dual cone to the cone KΦT

(p) is obtained as demanded. 2

We give the necessary and sufficient conditions for the problem (3.1)–(3.4) in the sense of the terminology of
first order discrete inclusions [17, 28, 32].

Theorem 3.4 Let F be convex mapping, g(·, ·) be convex continuous function at the points of some feasible
trajectory {xt}Tt=0 , sets M,N , and Q be convex subsets of Rn and R2n , respectively. Then {x̃t}Tt=0 is an
optimal trajectory of the problem (3.1)–(3.4) if there exist a number λ ∈ {0, 1} and vectors {x∗t , u∗t , ξ∗t , η∗t }, t =
1, . . . , T − 2, x∗T , η

∗
T−1, ξ

∗
T−1 , simultaneously not all equal to zero satisfying the discrete Euler-Lagrange and

transversality inclusions

(i) (x∗t − u∗t − η∗t , u
∗
t+1 − ξ∗t ) ∈ F ∗(x∗t+2; (x̃t, x̃t+1, x̃t+2)) ,

(η∗t + ξ∗t , ξ
∗
t ) ∈ K∗

M (x̃t)×K∗
N (x̃t+1 − x̃t), t = 1, . . . , T − 2

(ii) (−x∗T−1 + u∗T−1 + η∗T−1,−x∗T + ξ∗T−1) ∈ λ∂g(x̃T−1, x̃T ),

2090



ÇİÇEK and MAHMUDOV/Turk J Math

respectively, where (η∗T−1 + ξ∗T−1, ξ
∗
T−1) ∈ K∗

Q(x̃T−1, x̃T − x̃T−1) .
And if the regularity condition is satisfied, these conditions are sufficient for the optimality of the trajectory
{x̃t}Tt=0 .

Proof Denoting g(xT−1, xT ) by f(p) , we will reduce this problem to the problem with geometric constraints.
It can be easily seen that our basic problem (3.1)–(3.4) is equivalent to the following one

minimize f(p) subject to Z = (

T−2∩
t=0

St) ∩ (

T−2∩
t=1

R̃t) ∩ Φ0 ∩ Φ1 ∩ ΦT , (3.6)

where Z is a convex set.
By the hypothesis of the theorem, {x̃t}Tt=0 is an optimal trajectory, consequently, p̃ = (x̃0, . . . , x̃T ) is a

solution of the problem (3.6). The result taken from [17, Theorem 3.4] provides necessary optimality conditions
for the convex mathematical programming problem (3.6). According to this theorem, there exist vectors
p∗(t) ∈ K∗

St
(p̃), t = 0, 1, . . . , T − 2, p̂∗(t) ∈ KR̃t

(p̃), t = 1, 2, . . . , T − 2 , p∗a ∈ K∗
Φ0

, p∗b ∈ K∗
Φ1

and
p̂∗(T ) ∈ K∗

ΦT
(p̃) not all zero, and number λ ∈ {0, 1} , such that

λp0∗ =

T−2∑
t=0

p∗(t) +

T−2∑
t=0

p̂∗(t) + p∗a + p∗b + p̂∗(T ), p0∗ ∈ ∂pf(p̃). (3.7)

From the definition of the function f , it is easy to see that vector p0∗ ∈ ∂pf(p̃) has a form
p0∗ = (0, . . . , 0, x̄∗T−1, x̄

∗
T ) , where (x̄∗T−1, x̄

∗
T ) ∈ ∂g(x̃T−1, x̃T ) and for t = 0, 1, . . . , T − 2, x̄∗t = 0 by the fact that

g(x̃t, x̃t+1) = 0 for t = 0, 1, . . . , T − 2 . By the formula given for the dual cones K∗
St

, by Lemmas 3.2 and 3.3,
we have p∗(t) = (0, . . . , 0, x∗t (t), x

∗
t+1(t), x

∗
t+2(t), 0, . . . , 0) ,

p̂∗(t) = (0, . . . , 0, x̂∗t (t), x̂
∗
t+1(t), 0, . . . , 0), t = 1, . . . , T − 2, and

p̂∗(T ) = (0, . . . , 0, x̂∗T−1(T − 1), x̂∗T (T − 1)) , p∗a = (x∗a, 0, . . . , 0) , p∗b = (0, x∗b , 0, . . . , 0) where

(x∗t (t), x
∗
t+1(t), x

∗
t+2(t)) ∈ K∗

gphF (x̃t, x̃t+1, x̃t+1), t = 0, 1, . . . , T − 2, (3.8)

x̂∗t (t) + x̂∗t+1(t) ∈ K∗
M (x̃t), x̂

∗
t+1(t) ∈ K∗

N (x̃t+1 − x̃t), t = 1, . . . , T − 2,

and
(
x̂∗T−1(T − 1) + x̂∗T (T − 1), x̂∗T (T − 1)

)
∈ K∗

Q(x̃T−1, x̃T − x̃T−1),

x∗a ∈ Rn, x∗b ∈ Rn,

respectively.
Now, using the component-wise representation of (3.7), we deduce that

0 = x∗0(0) + x∗a

0 = x∗1(1) + x∗1(0) + x̂∗1(1) + x∗b

0 = x∗t (t) + x∗t (t− 1) + x∗t (t− 2) + x̂∗t (t) + x̂∗t (t− 1), t = 2, . . . , T − 2. (3.9)

By the definition of locally adjoint mapping (LAM) and from inclusion (3.8), we derive that

(x∗t (t), x
∗
t+1(t)) ∈ F ∗(−x∗t+2(t); (x̃t, x̃t+1, x̃t+2)), t = 1, 2, . . . , T − 2.
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Let us denote the sum of x∗t+1(t) + x̂∗t+1(t) briefly by u∗t+1 , and take −x∗t+2(t) ≡ x∗t+2, x̂
∗
t+1(t) ≡ ξ∗t and

x̂∗t (t) ≡ η∗t , t = 0, 1, . . . , T − 2 , respectively, in (3.9), then we obtain by (3.8) and last inclusion that for
t = 2, 3, . . . , T − 2

(x∗t − u∗t − η∗t , u
∗
t+1 − ξ∗t ) ∈ F ∗(x∗t+2; (x̃t, x̃t+1, x̃t+1)), (3.10)

where (η∗t + ξ∗t , ξ
∗
t ) ∈ K∗

M (x̃t)×K∗
N (x̃t+1 − x̃t), t = 1, 2, . . . , T − 2.

Therefore, we derive the inclusions in (i). Finally, by the component-wise representation of (3.7) for t = T − 1

and t = T , we have

λx̄∗T−1 = x∗T−1(T − 2) + x∗T−1(T − 3) + x̂∗T−1(T − 2) + x̂∗T−1(T − 1)

λx̄∗T = x∗T (T − 2) + x̂∗T (T − 1),

where x̂∗T−1(T − 2) ∈ K∗
N (x̃T−1 − x̃T−2),

(
x̂∗T−1(T − 1) + x̂∗T (T − 1), x̂∗T (T − 1)

)
∈ K∗

Q(x̃T−1, x̃T − x̃T−1) . If
we denote x̂∗T−1(T − 1) = η∗T−1, x̂

∗
T (T − 1) = ξ∗T−1, x

∗
T−1(T − 2) + x̂∗T−1(T − 2) = u∗T−1, x

∗
T−1(T − 3) = −x∗T−1

and x∗T (T − 2) = −x∗T , respectively, the last equations can be rewritten in accepted notations

λx̄∗T−1 = u∗T−1 − x∗T−1 + η∗T−1

λx̄∗T = −x∗T + ξ∗T−1.
(3.11)

Since (x̄∗T−1, x̄
∗
T ) ∈ ∂g(x̃T−1, x̃T ) , then by (3.11), we deduce that the inclusion (ii) follows, where (η∗T−1 +

ξ∗T−1, ξ
∗
T−1) ∈ K∗

Q(x̃T−1, x̃T − x̃T−1) . Thus, we complete the first part of the proof of the theorem.

As for the sufficiency of the obtained conditions, it is clear that by [17, Theorem 3.3] under the regularity
condition, the representation (3.7) holds with parameter λ = 1 for the point p0∗ ∈ ∂pf(p̃) ∩K∗

Z(p̃) . 2

Conjecture 3.5 Let x̃t be points of the optimal trajectory {x̃t}Tt=0 . Suppose that the cones of tangent
directions KgphF (x̃t, x̃t+1, x̃t+2) to the graph of the mapping F in problem (3.1)–(3.4) are local tents. Suppose
function g(xT−1, xT ) admits a continuous convex upper approximation (CUA) ht(·, x̃T−1, x̃T ) [17] at the point
(x̃T−1, x̃T ) , which ensures that the subdifferential ∂g(x̃T−1, x̃T ) = ∂ht(0, x̃T−1, x̃T ) is defined.

Theorem 3.4 can be generalized to the nonconvex case; if the problem (3.1)–(3.4) is nonconvex and consequently,
the mapping F is nonconvex, using the definition of a local tent we can establish the equivalence of the inclusions
in [16, Theorem 3.3] for non-convex function F .

Theorem 3.6 Suppose that for the nonconvex problem (3.1)–(3.4) Conjecture 3.5 holds. Then the necessary
condition for the optimality of the trajectory {x̃t}Tt=0 for this nonconvex problem is that there exist a number
λ ∈ {0, 1} and vectors {x∗t , u∗t , ξ∗t , η∗t } , simultaneously not all equal to zero, satisfying the conditions of Theorem
3.4.

Proof In this case Conjecture 3.5 ensures the conditions of [17, Theorem 3.24] for the problem (3.6). Therefore,
according to this theorem, the necessary condition is obtained as in Theorem 3.4 by starting from the relation
(3.7), written for the nonconvex problem. 2
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4. Conditions for discrete-approximation problem

Let δ be a step on the t –axis and x(t) ≡ xδ(t) be a grid function on a uniform grid on [a, b] . Let us recall
first order forward and backward difference approximation operators

∆+x(t) =
1

δ
[x(t+ δ)− x(t)] ≡ ∆x(t), ∆−x(t) =

1

δ
[x(t)− x(t− δ)], t = a, a+ δ, . . . , b,

respectively, in special case ∆x(a) = 1
δ [x(a+δ)−x(a)] , ∆−x(b) =

1
δ [x(b)−x(b−δ)] and second order difference

operator ∆2x(t) = 1
δ [∆x(t+ δ)−∆x(t)] .

We now associate the problem (1.1)–(1.4) with the following second order discrete-approximation problem

minimize φ
(
x(b− δ),∆−x(b)

)
, (4.1)

∆2x(t) ∈ F
(
x(t),∆x(t)

)
, t = a, a+ δ, a+ 2δ, . . . , b− 2δ, (4.2)

x(t) ∈M, ∆x(t) ∈ N, t = a+ δ, a+ 2δ, . . . , b− 2δ, (4.3)

x(a) = α0, ∆x(a) = β0, (x(b− δ),∆−x(b)) ∈ Q. (4.4)

Let us use the following straightforward auxiliary mapping Ω

Ω(x, u) = 2u− x+ δ2F

(
x,
u− x

δ

)
(4.5)

and function φ̄ such that
φ̄(x(b− δ), x(b)) ≡ φ(x(b− δ),∆−x(b))

in order to reduce the problem (4.1)–(4.4) to a problem of the form (3.1)–(3.4). Let rewrite the problem
(3.1)–(3.4) as follows

minimize φ̄
(
x(b− δ), x(b)

)
, (4.6)

x(t+ 2δ) ∈ Ω
(
x(t), x(t+ δ)

)
, t = a, a+ δ, a+ 2δ, . . . , b− 2δ, (4.7)

x(t) ∈M, x(t+ δ)− x(t) ∈ δN, t = a+ δ, a+ 2δ, . . . , b− 2δ, (4.8)

x(a) = α0, x(a+ δ) = α0 + δβ0 = α1,

(δx(b− δ), x(b)− x(b− δ)) ∈ δQ. (4.9)

By Theorem 3.4 for the optimality of the trajectory {x̃(t)} := {x̃(t) | t = a, a + δ, . . . , b − δ, b} , in problem
(4.6)–(4.9), it is necessary that there exist a pair of vectors {ū∗(t)}, {x̄∗(t)} and a number λ ∈ {0, 1} not all
zero, such that discrete Euler-Lagrange and transversality inclusions are fulfilled(

x̄∗(t)− ū∗(t)− η̄∗(t), ū∗(t+ δ)− ξ̄∗(t)
)
∈ Ω∗(x̄∗(t+ 2δ); (x̃(t), x̃(t+ δ), x̃(t+ 2δ))

)
, (4.10)(

η̄∗(t) + ξ̄∗(t), ξ̄∗(t)
)
∈ K∗

M

(
x̃(t)

)
×K∗

δN

(
x̃(t+ δ)− x̃(t)

)
, (4.11)

t = a+ 2δ, a+ 3δ, . . . , b− 2δ(
− x̄∗(b− δ) + ū∗(b− δ) + η̄∗(b− δ),−x̄∗(b) + ξ̄∗(b− δ)

)
∈ λ∂φ̄

(
x̃(b− δ), x̃(b)

)
(4.12)

(η̄∗(b− δ) + ξ̄∗(b− δ), ξ̄∗(b− δ)) ∈ K∗
δQ

(
δx̃(b− δ), x̃(b)− x̃(b− δ)

)
. (4.13)
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Under the regularity condition, conditions (4.10)–(4.13) are also sufficient for the optimality of {x̃(t)} .
In order to express the LAM Ω∗ in (4.10) in terms of LAM F ∗ , we use Proposition 2.2.
Then inclusion (4.10) is equivalent to the following inclusions(

x̄∗(t)− ū∗(t) + ū∗(t+ δ)− η̄∗(t)− ξ̄∗(t)− x̄∗(t+ 2δ)

δ2
,
ū∗(t+ δ)− 2x̄∗(t+ 2δ)− ξ̄∗(t)

δ

)
∈ F ∗(x̄∗(t+ 2δ); (x̃(t),∆x̃(t),∆2x̃(t))

)
, t = a+ δ, a+ 2δ, . . . , b− 2δ,

∆2x̃(t) ∈ FArg

(
x̃(t),∆x̃(t); x̄∗(t+ 2δ)

)
(4.14)

only it is taken into account that LAM is positive homogeneous on the first argument.
The objective function φ̄

(
x(b − δ), x(b)

)
in the second order discrete approximation problem is in the

form
φ̄
(
x(b− δ), x(b)

)
≡ φ

(
x(b− δ),∆−x(b)

)
. (4.15)

Therefore, using Proposition 2.3 transversality condition (4.12) turns into inclusion in terms of subdifferential
of φ , (

−x̄∗(b− δ) + ū∗(b− δ)− x̄∗(b) + η̄∗(b− δ) + ξ̄∗(b− δ),−δx̄∗(b) + δξ̄∗(b− δ)
)

∈ λ∂φ
(
x̃(b− δ),∆−x̃(b)

)
. (4.16)

Let us now compute the dual cones to the cones of tangent directions to the sets δN and δQ , respectively.

Lemma 4.1 Let KδN

(
x̃(t+δ)−x̃(t)

)
be the cone of tangent directions of the set δN at x̃(t+δ)−x̃(t), t = a+δ, a+

2δ, . . . , b−2δ, and KN (∆x̃(t)) be the cone of tangent directions of the set N at ∆x̃(t), t = a+δ, a+2δ, . . . , b−2δ ,
then

KδN

(
x̃(t+ δ)− x̃(t)

)
= KN

(
∆x̃(t)

)
, t = a+ δ, a+ 2δ, . . . , b− 2δ.

Also the relation between the dual cones of these cones is defined by

K∗
δN

(
x̃(t+ δ)− x̃(t)

)
= K∗

N

(
∆x̃(t)

)
, t = a+ δ, a+ 2δ, . . . , b− 2δ.

Proof Observe, first, that for arbitrary ȳ ∈ KδN

(
x̃(t+δ)−x̃(t)

)
, t = a+δ, a+2δ, . . . , b−2δ , and for sufficiently

small λ > 0 relation x̃(t+ δ)− x̃(t) + λȳ ∈ δN holds. So by the relation
( x̃(t+δ)−x̃(t)

δ

)
+

(
λȳ
δ

)
∈ N , we obtain

∆x̃(t) + λ
δ ȳ ∈ N , t = a+ δ, a+2δ, . . . , b− 2δ . Since KN

(
∆x̃(t)

)
is a cone and λ > 0 , δ > 0 then from the last

inclusion, we have ȳ ∈ KN

(
∆x̃(t)

)
. Consequently, KδN

(
x̃(t+δ)−x̃(t)

)
⊆ KN

(
∆x̃(t)

)
, t = a+δ, a+2δ, . . . , b−2δ .

Conversely, if ȳ ∈ KN

(
∆x̃(t)

)
, t = a + δ, a + 2δ, . . . , b − 2δ , then for δ > 0, ȳδ ∈ KN

(
∆x̃(t)

)
, and hence

∆x̃(t) + λȳ
δ ∈ N . By the difference formula, we obtain x̃(t+ δ)− x̃(t) + λȳ ∈ δN . Hence, by the definition of

cone of tangent directions, ȳ ∈ KδN

(
x̃(t+ δ)− x̃(t)

)
.

Therefore, KN

(
∆x̃(t)

)
⊆ KδN

(
x̃(t + δ) − x̃(t)

)
, t = a + δ, a + 2δ, . . . , b − 2δ . That completes the first part of

the proof of the theorem.
Let us now prove the relation between the dual cones. Let y∗ ∈ K∗

δN

(
x̃(t + δ) − x̃(t)

)
, t = a + δ, a +

2δ, . . . , b − 2δ be arbitrary, then the inequality ⟨y∗, ȳ⟩ ≥ 0 is satisfied for all ȳ ∈ KδN

(
x̃(t + δ) − x̃(t)

)
,
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t = a + δ, a + 2δ, . . . , b − 2δ . By the relation between cones of tangent directions obtained above, the last
inequality holds for all ȳ ∈ KN

(
∆x̃(t)

)
. Hence, it follows that y∗ ∈ K∗

N

(
∆x̃(t)

)
. Thus, we obtain that

K∗
δN

(
x̃(t + δ) − x̃(t)

)
⊆ K∗

N

(
∆x̃(t)

)
, t = a + δ, a + 2δ, . . . , b − 2δ . Going in the reverse direction, by the same

way, we see that K∗
N (∆x̃(t)) ⊆ K∗

δN

(
x̃(t+ δ)− x̃(t)

)
. Thus, the relation between the dual cones follows. That

completes the proof. 2

Lemma 4.2 Let
(
x̃(b − δ),∆−x̃(b)

)
∈ Q be given. If KδQ

(
δx̃(b − δ), x̃(b) − x̃(b − δ)

)
is the cone of tangent

directions of the set δQ at (δx̃(b−δ), x̃(b)− x̃(b−δ)) and KQ

(
x̃(b−δ),∆−x̃(b)

)
is the cone of tangent directions

of the set Q at
(
x̃(b− δ),∆−x̃(b)

)
, then

KδQ

(
δx̃(b− δ), x̃(b)− x̃(b− δ)

)
= KQ

(
x̃(b− δ),∆−x̃(b)

)
holds. Also relation between dual cones is defined by

K∗
δQ

(
δx̃(b− δ), x̃(b)− x̃(b− δ)

)
= K∗

Q

(
x̃(b− δ),∆−x̃(b)

)
.

Proof Let (x̄, ȳ) ∈ KδQ

(
δx̃(b − δ), x̃(b) − x̃(b − δ)

)
then by the definition of cones of tangent directions

(δx̃(b− δ) + λx̄, x̃(b)− x̃(b− δ) + λȳ) ∈ δQ holds. It is equivalent to the inclusion(
x̃(b− δ) + λ x̄

δ ,
x̃(b)−x̃(b−δ)

δ + λ ȳ
δ

)
∈ Q . Then we obtain

(
x̄
δ ,

ȳ
δ

)
∈ KQ

(
x̃(b− δ), x̃(b)−x̃(b−δ)

δ

)
, and by the

property of cones (x̄, ȳ) ∈ KQ (x̃(b− δ),∆−x̃(b)) .
Conversely, take (x̄, ȳ) ∈ KQ (x̃(b− δ),∆−x̃(b)) then by the definition of cone of tangent directions(
x̃(b− δ) + λx̄, x̃(b)−x̃(b−δ)

δ + λȳ
)
∈ Q . Multiplying each side of the last inclusion with δ , we obtain(

δx̃(b − δ) + λδx̄, x̃(b) − x̃(b − δ) + λδȳ
)
∈ δQ , or in other words (δx̄, δȳ) ∈ KδQ(δx̃(b − δ), x̃(b) − x̃(b − δ)) .

Thus, by the property of cones it is simply the inclusion (x̄, ȳ) ∈ KδQ

(
δx̃(b − δ), x̃(b) − x̃(b − δ)

)
. Eventually,

the relation KδQ

(
δx̃(b− δ), x̃(b)− x̃(b− δ)

)
= KQ (x̃(b− δ),∆−x̃(b)) holds.

Relation between the dual cones is similarly proved as in the proof given in Lemma 4.1. 2

Theorem 4.3 Let F be a convex function and φ be a proper function that is convex with respect to x and
continuous at points of some feasible trajectory {x(t)}, t = a, a+δ, . . . , b−δ, b , sets M and N be convex subsets
of Rn , and set Q be a convex subset of Rn ×Rn , respectively. Then for the optimality of the trajectory {x̃(t)}
in the discrete approximation problem (4.1)–(4.4), it is necessary that there exist a number λ ∈ {0, 1} and
vectors {x∗(t), v∗(t), µ∗(t), ξ∗(t)} simultaneously not all equal to zero, satisfying the second order approximate
Euler-Lagrange type inclusions and transversality inclusions:(

∆2x∗(t) + ∆v∗(t− δ)− µ∗(t), v∗(t)− ξ∗(t)
)
∈ F ∗(x∗(t+ 2δ); (x̃(t),∆x̃(t),∆2x̃(t))

)
, (4.17)(

µ∗(t), ξ∗(t)
)
∈ K∗

M

(
x̃(t)

)
×K∗

N

(
∆x̃(t)

)
, (4.18)

t = a+ δ, a+ 2δ, . . . , b− 2δ;(
v∗(b− δ) + ∆x∗(b− δ) + µ∗(b− δ),−x∗(b) + ξ∗(b− δ)

)
∈ λ∂φ

(
x̃(b− δ),∆−x̃(b)

)
, (4.19)(

µ∗(b− δ), ξ∗(b− δ)
)
∈ K∗

Q

(
x̃(b− δ),∆−x̃(b)

)
(4.20)

∆2x̃(t) ∈ FArg

(
x̃(t),∆x̃(t);x∗(t+ 2δ)

)
2095



ÇİÇEK and MAHMUDOV/Turk J Math

respectively.

Proof In relation (4.14), we obtained an inclusion for LAM F ∗ . Let us now denote

v̄∗(t) = ū∗(t+δ)−2x̄∗(t+2δ)
δ and η̄∗(t) + ξ̄∗(t) = µ̄∗(t) in (4.14), then it is obvious that the first and second

components of the first inclusion in (4.14) may be expressed as follows

x̄∗(t)− ū∗(t) + ū∗(t+ δ)− η̄∗(t)− ξ̄∗(t)− x̄∗(t+ 2δ)

δ2
= ∆2x̄∗(t) + ∆v̄∗(t− δ)− µ̄∗(t)

δ2
(4.21)

and

ū∗(t+ δ)− 2x̄∗(t+ 2δ)− ξ̄∗(t)

δ
= v̄∗(t)− ξ̄∗(t)

δ
(4.22)

respectively.

Let µ̄∗(t)
δ2 , ξ̄∗(t)

δ and x̄∗(t), v̄∗(t) denote again with µ∗(t) , ξ∗(t) and x∗(t), v∗(t) , respectively. Then by
(4.21) and (4.22), we obtain the components of the required relation (4.17) for the LAM F ∗ . Note also
that ∆2x̃(t) ∈ FArg(x̃(t),∆x̃(t);x

∗(t+ 2δ)) .
On the other hand, if we rearrange (4.16) and then denote ū∗(b− δ)− 2x̄∗(b) = δv̄∗(b− δ) and
η̄∗(b− δ) + ξ̄∗(b− δ) = µ̄∗(b− δ) , respectively, we get(

δv̄∗(b− δ) + x̄∗(b)− x̄∗(b− δ) + µ̄∗(b− δ),−δx̄∗(b) + δξ̄∗(b− δ)
)

∈ λ∂φ
(
x̃(b− δ),∆−x̃(b)

)
. (4.23)

Using new notations δv̄∗(b − δ) = v∗(b − δ), δx̄∗(b − δ) = x∗(b − δ), δx̄∗(b) = x∗(b), δξ̄∗(b − δ) = ξ∗(b − δ) and
µ̄(b− δ) = µ(b− δ) , respectively, then from (4.23) and by difference approximation relations we obtain (4.19).
Moreover, the following condition(

η̄∗(t) + ξ̄∗(t), ξ̄∗(t)
)
∈ K∗

M

(
x̃(t)

)
×K∗

N

(
∆x̃(t)

)
, t = a+ δ, a+ 2δ, . . . , b− 2δ (4.24)

is derived by the inclusion (4.11) and Lemma 4.1. Since we denote µ̄∗(t) = η̄∗(t)+ ξ̄∗(t) above then we see that
µ̄∗(t) ∈ K∗

M (x̃(·)) . If we use the usual notations for µ̄∗(t) and ξ̄∗(t) , and take into account that K∗
M

(
x̃(·)

)
and

K∗
N

(
∆x̃(·)

)
are convex cones then inclusion (4.24) becomes the desired result (4.18).

On the other hand, by (4.13) and Lemma 4.2, we have(
η̄∗(b− δ) + ξ̄∗(b− δ), ξ̄∗(b− δ)

)
∈ K∗

Q

(
x̃(b− δ),∆−x̃(b)

)
. (4.25)

Let us put the equation η̄∗(b− δ) + ξ̄∗(b− δ) = µ̄∗(b− δ) into (4.25) then(
µ̄∗(b− δ), ξ̄∗(b− δ)

)
∈ K∗

Q

(
x̃(b− δ),∆−x̃(b)

)
(4.26)

which is the inclusion (4.20), written in usual notations.
As a result, we obtain the conditions (4.17)–(4.20) of the theorem. 2

Theorem 4.4 Suppose that Condition I is satisfied for the nonconvex problem (4.1)–(4.4), then {x̃(t)} is an
optimal trajectory of this problem if there exist a number λ ∈ {0, 1} and vectors
{x∗(t), v∗(t), µ∗(t), ξ∗(t)} simultaneously not all equal to zero, satisfying (4.17)–(4.20) for nonconvex case.
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5. Main results
Let us now establish the sufficient optimality conditions to the second order differential inclusions of optimal
problem with viable constraints (1.1)–(1.4).

Imposing the basic qualification condition [29] K∗
Q

(
x̃(b), x̃′(b)

)
∩ [−K∗

(M×N)

(
x̃(t), x̃′(t)

)
] = {0} then dual

cone intersection relation K∗
Q∩(M×N)

(
x̃(t), x̃′(t)

)
= K∗

Q

(
x̃(b), x̃′(b)

)
+K∗

(M×N)

(
x̃(t), x̃′(t)

)
is satisfied.

Now, we are ready to give our main results.

Theorem 5.1 Sufficient conditions for the optimality of the trajectory x̃(t) in the convex problem (1.1)–(1.4)
are that there exist a pair of absolutely continuous functions {x∗(t), v∗(t)}, t ∈ [a, b] satisfying the second order
Euler-Lagrange type differential inclusion, the transversality condition at the endpoint t = b and the condition
ensuring that the locally adjoint mapping F ∗ is nonempty at a given point

(i)
(
x∗′′(t) + v∗′(t), v∗(t)

)
∈ F ∗(x∗(t); (x̃(t), x̃′(t), x̃′′(t)))+K∗

M

(
x̃(t)

)
×K∗

N

(
x̃′(t)

)
, a.e. t ∈ [a, b] ,

(ii)
(
v∗(b) + x∗′(b),−x∗(b)

)
∈ ∂φ

(
x̃(b), x̃′(b)

)
−K∗

Q

(
x̃(b), x̃′(b)

)
,

(iii) x̃′′(t) ∈ FArg

(
x̃(t), x̃′(t);x∗(t)

)
, a.e. t ∈ [a, b] ,

where FArg(x, u, v
∗) = {v ∈ F (x, u) | ⟨v, v∗⟩ = H(x, u, v∗)} is the argmaximum set for multivalued mapping F .

Let also the basic qualification condition be satisfied. Here we assume x∗(t), t ∈ [a, b] to be absolutely continuous
function together with the first order derivative and x∗′′(·) ∈ Ln

1 ([a, b]) . Besides v∗(t), t ∈ [a, b] is absolutely
continuous and v∗′(·) ∈ Ln

1 ([a, b]) .

Proof It follows from condition (i) of the theorem that for t ∈ [a, b](
x∗′′(t) + v∗′(t)− µ∗, v∗(t)− ξ∗

)
∈ ∂(x,v)H

(
x̃(t), x̃′(t), x∗(t)

)
, (5.1)

where (µ∗, ξ∗) ∈ K∗
M

(
x̃(t)

)
×K∗

N

(
x̃′(t)

)
. By the definition of subdifferential of the Hamiltonian function HF

[17], inclusion (5.1) is equivalent to the inequality

HF

(
x(t), x′(t), x∗(t)

)
−HF

(
x̃(t), x̃′(t), x∗(t)

)
≤ ⟨x∗′′(t) + v∗′(t)− µ∗, x(t)− x̃(t)⟩+ ⟨v∗(t)− ξ∗, x′(t)− x̃′(t)⟩

≤⟨x∗′′(t) + v∗′(t), x(t)− x̃(t)⟩+ ⟨v∗(t), x′(t)− x̃′(t)⟩, t ∈ [a, b], (5.2)

since ⟨µ∗, x(t)− x̃(t)⟩ ≥ 0 and ⟨ξ∗, x′(t)− x̃′(t)⟩ ≥ 0 . On the other hand, by the definition of the Hamiltonian
function the inequality HF

(
x̃(t), x̃′(t), x∗(t)

)
≥ ⟨x∗(t), x̃′′(t)⟩ holds for all feasible solutions, then (5.2) can be

rewritten as the inequality

⟨x∗(t), x′′(t)⟩ − ⟨x∗(t), x̃′′(t)⟩ ≤ ⟨x∗′′(t), x(t)− x̃(t)⟩+ ⟨v∗′(t), x(t)− x̃(t)⟩

+⟨v∗(t), x′(t)− x̃′(t)⟩.

If we rearrange the last inequality, we derive

0 ≤ ⟨x∗′′(t), x(t)− x̃(t)⟩ −
⟨
x∗(t),

d2(x(t)− x̃(t))

dt2

⟩
+
d

dt
⟨v∗(t), x(t)− x̃(t)⟩, t ∈ [a, b]. (5.3)
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Also, first two inner products in (5.3) can be shown as difference of two derivatives, that is

⟨x∗′′(t), x(t)− x̃(t)⟩ −
⟨
x∗(t),

d2(x(t)− x̃(t))

dt2

⟩
=

d

dt

⟨
dx∗(t)

dt
, x(t)− x̃(t)

⟩
− d

dt

⟨
x∗(t),

d(x(t)− x̃(t))

dt

⟩
.

Therefore, inequality (5.3) turns into

0 ≤ d

dt

⟨
dx∗(t)

dt
, x(t)− x̃(t)

⟩
− d

dt

⟨
x∗(t),

d(x(t)− x̃(t))

dt

⟩
+
d

dt
⟨v∗(t), x(t)− x̃(t)⟩, t ∈ [a, b].

Integrating the last inequality over the interval [a, b] and taking into account that x(·), x̃(·) are feasible, we
obtain

0 ≤
∫ b

a

[
d

dt

⟨
dx∗(t)

dt
, x(t)− x̃(t)

⟩
− d

dt

⟨
x∗(t),

d(x(t)− x̃(t))

dt

⟩]
dt

+⟨v∗(b), x(b)− x̃(b)⟩ − ⟨v∗(a), x(a)− x̃(a)⟩. (5.4)

If we compute the integral on the right-hand side of (5.4), then it follows that

0 ≤
⟨
dx∗(b)

dt
, x(b)− x̃(b)

⟩
−
⟨
dx∗(a)

dt
, x(a)− x̃(a)

⟩
+

⟨
x∗(a),

dx(a)

dt
− dx̃(a)

dt

⟩
−
⟨
x∗(b),

dx(b)

dt
− dx̃(b)

dt

⟩
+ ⟨v∗(b), x(b)− x̃(b)⟩ − ⟨v∗(a), x(a)− x̃(a)⟩,

and hence

0 ≤
⟨
dx∗(b)

dt
+ v∗(b), x(b)− x̃(b)

⟩
−
⟨
x∗(b),

dx(b)

dt
− dx̃(b)

dt

⟩
+

⟨
x∗(a),

dx(a)

dt
− dx̃(a)

dt

⟩
−

⟨
dx∗(a)

dt
+ v∗(a), x(a)− x̃(a)

⟩
. (5.5)

On the other hand for all feasible arcs x(t), t ∈ [a, b] , transversality condition (ii) implies the relation

φ(x(b), x′(b))− φ(x̃(b), x̃′(b)) ≥
⟨
dx∗(b)

dt
+ µ∗

b + v∗(b), x(b)− x̃(b)

⟩
−
⟨
x∗(b)− ξ∗b ,

dx(b)

dt
− dx̃(b)

dt

⟩
, (5.6)

where (µ∗
b , ξ

∗
b ) ∈ K∗

Q(x̃(b), x̃
′(b)) that is

⟨µ∗
b , x(b)− x̃(b)⟩+ ⟨ξ∗b , x′(b)− x̃′(b)⟩ ≥ 0. (5.7)

Therefore, from the fact that x̃(a) = x(a) = α0 and x̃′(a) = x′(a) = β0 and from inequalities (5.5)–(5.7), we
obtain

0 ≤ φ(x(b), x′(b))− φ(x̃(b), x̃′(b))− ⟨µ∗
b , x(b)− x̃(b)⟩ − ⟨ξ∗b , x′(b)− x̃′(b)⟩

≤ φ(x(b), x′(b))− φ(x̃(b), x̃′(b)).
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Then we conclude that φ(x(b), x′(b)) ≥ φ(x̃(b), x̃′(b)) and hence we obtain that x̃(t), t ∈ [a, b] is optimal. 2

Example 5.2 Suppose now that we have the so-called semilinear Mayer problem with viable constraint:

minimize φ
(
x(b)

)
, (5.8)

x′′(t) ∈ F
(
x(t)

)
, a.e. t ∈ [a, b], F (x) = Ax+BU (5.9)

x(t) ∈M, M = {x | f(x) ≤ 0} (5.10)

x(a) = α0, x′(a) = α1 (5.11)

where φ is continuously differentiable convex function, f is a continuous convex function, such that there
exists x1 , satisfying f(x1) < 0 , A and B are n×n and n× r continuous matrices, respectively, U is a convex
closed subset of Rr ; αj , j = 0, 1 are fixed vectors. The problem is to find a controlling parameter ũ(t) ∈ U

such that arc x̃(t) corresponding to it minimizes φ(x(b)) . In fact, this is optimization of Cauchy problem for
“semilinear” differential inclusions with viable constraints. The controlling parameter u(·) is called admissible
if it takes only values in the given control set U which is nonempty, convex, closed set.

Corollary 5.3 An arc x̃(t) corresponding to the controlling parameter ũ(t) is a solution to the problem (5.8)–
(5.11) if there exists an absolutely continuous function x∗(t) together with the second order derivatives, satisfying
the following Euler-Lagrange type differential equation, the transversality condition at a point t = b :

x∗
′′
(t) ∈ A∗x∗(t)− cone∂f

(
x̃(t)

)
, a.e. t ∈ [a, b],

dx∗(b)

dt
= φ′(x̃(b)),⟨

Bũ(t), x∗(t)
⟩
= sup

u∈U

⟨
Bu, x∗(t)

⟩
.

Proof Obviously, the Hamiltonian is as follows

HF (x, v
∗) =

⟨
Ax, v∗

⟩
+ sup

u∈U

⟨
Bu, v∗

⟩
.

Hence,

F ∗(v∗; (x, ṽ), t) = ∂xHF (x, v
∗) = A∗v∗, ṽ ∈ FArg(x, v

∗), ṽ = Ax+Bũ,

where the argmaximum inclusion ṽ ∈ FArg(x, v
∗) means that

⟨
Bũ, v∗

⟩
= supu∈U

⟨
Bu, v∗

⟩
and

F ∗(v∗; (x, ṽ), t) ̸= ∅ . In this case, it is clear that K∗
M (x̃(t)) = −cone∂f(x̃(t)) [17]. On the other hand, since

Q = R2n , it follows that K∗
Q(x̃(b), x̃

′(b)) = {0} × {0} . Then by Theorem 5.1, we obtain

x∗
′′
(t) ∈ A∗x∗(t)− cone∂f

(
x̃(t)

)
, x̃′′(t) ∈ FA

(
x̃(t), x∗(t)

)
,⟨

Bũ(t), x∗(t)
⟩
= sup

u∈U

⟨
Bu, x∗(t)

⟩
.

2
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Theorem 5.4 Let us consider the nonconvex problem, that is problem (1.1)–(1.4) where the function φ : R2n →
R is nonconvex with respect to x , and the mapping F is nonconvex. Let K∗

M ,K
∗
N ,K

∗
Q be dual cones of cones

of tangent directions to non-convex sets M,N,Q , respectively, and yield the basic qualification condition. Then
for the optimality of arc x̃(t), t ∈ [a, b] , among all feasible solutions of the problem (1.1)–(1.4) it is sufficient
that there exists a pair of absolutely continuous functions x∗(t), v∗(t), t ∈ [a, b] , satisfying Euler-Lagrange type
conditions and transversality conditions:

(i)
(
d2x∗(t)

dt2
+
dv∗(t)

dt
, v∗(t)

)
∈ F ∗(x∗(t); (x̃(t), x̃′(t), x̃′′(t)))+K∗

M

(
x̃(t)

)
×K∗

N

(
x̃′(t)

)
,

(ii) φ(x, v)− φ(x̃(b), x̃′(b)) ≥
⟨
dx∗(b)

dt
+ v∗(b) + µ∗

b , x− x̃(b)

⟩
+

⟨
−x∗(b) + ξ∗b , v −

dx̃(b)

dt

⟩
,

∀(x, v) ∈ R2n,

(iii) (µ∗
b , ξ

∗
b ) ∈ K∗

Q

(
x̃(b), x̃′(b)

)
,

(iv)
⟨
x∗(t),

d2x̃(t)

dt2

⟩
= HF

(
x̃(t), x̃′(t), x∗(t)

)
,a.e.t ∈ [a, b] .

Proof By condition (i) and definition of LAM in the nonconvex case (see Section 1)

HF

(
x(t), x′(t), x∗(t)

)
−HF

(
x̃(t), x̃′(t), x∗(t)

)
≤ ⟨x∗′′(t) + v∗′(t)− µ∗, x(t)− x̃(t)⟩

+⟨v∗(t)− ξ∗, x′(t)− x̃′(t)⟩

or similarly

⟨x∗(t), x′′(t)⟩ − ⟨x∗(t), x̃′′(t)⟩ ≤ ⟨x∗′′(t), x(t)− x̃(t)⟩+ ⟨v∗′(t), x(t)− x̃(t)⟩ − ⟨µ∗, x(t)− x̃(t)⟩

+⟨v∗(t), x′(t)− x̃′(t)⟩ − ⟨ξ∗, x′(t)− x̃′(t)⟩,

where (µ∗, ξ∗) ∈ K∗
M

(
x̃(t)

)
×K∗

N

(
x̃′(t)

)
. Since by the definition of dual cone we have ⟨µ∗, x(t)− x̃(t)⟩ ≥ 0 and

⟨ξ∗, x′(t)− x̃′(t)⟩ ≥ 0 then we can rewrite the last inclusion

0 ≤ ⟨−x∗(t), x′′(t)− x̃′′(t)⟩+ ⟨x∗′′(t), x(t)− x̃(t)⟩+ ⟨v∗′(t), x(t)− x̃(t)⟩

+⟨v∗(t), x′(t)− x̃′(t)⟩. (5.12)

From the inequality (5.12) is justified (5.3). Thus, the continuation of the proof of the theorem is similar to the
one for Theorem 5.1. 2
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