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Abstract: The main object of this scientific work is firstly to introduce various operators of fractional calculus (that is
that fractional integral and fractional derivative(s)) in certain domains of the complex plane, then to determine certain
results correlating with normalized analytic functions, which are analytic in certain domains in the complex plane, as a
few applications of those operators, and also to present a number of extensive implications of them as special results.
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1. Submission of preliminary information and concerned applications

As far as the literature presents us, the fundamental theory of fractional calculus (that is that fractional
derivative(s) and integral) has very important roles in terms of literature. We also encounter a wide variety of
scientific researches from mathematics to almost all engineering sciences. Some of them are in several forms of
extensive applications and others are in various forms of theoretical studies as topics associating with special
functions, operators, equations, inequalities, and so on...

For the theory of fractional calculus and also (some of) its mentioned implications, one may refer to numerous
basic works given in [6], [17], [24], [25], [27], [28] and also to various examples [1], [2], [5], [9], [10], [16], [18],
[19], [21], [22], [26] and [30]-[34] in the references of this investigation.

As stated in the abstract of this paper, the main purpose of this present research is to remind certain basic
information about fractional calculus and then to introduce numerous operators of fractional order in the
complex plane. After this extensive information, it is aimed to constitute several extensive applications of
those operators to certain normalized analytic functions and also a number of associated implications of those
applications.

We now begin by introducing related information which will be required in our investigation pertaining
to various applications and characteristic properties of those fractional-order type operators.

Firstly, by the familiar notations:

N , R , C and U,
∗Correspondence: hirmak@karatekin.edu.tr; hisimya@yahoo.com
2010 AMS Mathematics Subject Classification: 26A33, 30A10, 26E05, 30C45, 30C55.

This work is licensed under a Creative Commons Attribution 4.0 International License.
167

https://orcid.org/0000-0003-1897-6725


IRMAK/Turk J Math

respectively, we denote the sets of positive integers, real numbers, complex numbers, and also the open unit
disk, namely, the well-known open set:

U :=
{
z : z ∈ C and |z| < 1

}
.

And also let
N0 := N ∪ {0} , R∗ := R− {0} and C∗ := C− {0}.

In addition, let φ(z) be any (complex) function that is analytic in the set U and is also normalized by the
Taylor-Maclaurin series expansions given by

φ := φ(z) = z + w1+nz
1+n + w2+nz

2+n + · · · , (1.1)

where all coefficients w1+n ∈ C for all n ∈ N.

Secondly, for any (complex) function φ := φ(z), which is analytic in a simply-connected region of the complex
plane containing the origin, the definition of fractional integral of the function φ(z) is usually denoted by the
following-equivalent notations:

D−λ
z {φ} ≡ D−λ

z {φ(z)} ≡ D−λ
z {φ}(z)

(
λ > 0

)
and it is also defined by

D−λ
z {φ} =

1

Γ(λ)

∫ z

0

(z − s)λ−1 φ(s) ds
(
λ > 0

)
, (1.2)

where the multiplicity of the expression (z − s)λ−1 just above is removed by requiring log(z − s) to be real
when z − s > 0.

Moreover, for φ := φ(z), the definition of fractional derivative(s) of the function φ is generally denoted by the
following-equivalent notations:

Dλ
z{φ} ≡ Dλ

z{φ(z)} ≡ Dλ
z{φ}(z)

(
0 ≤ λ < 1

)
and it is also defined by

Dλ
z{φ} =

1

Γ(1− λ)

d

dz

∫ z

0

(z − s)−λ φ(s) ds
(
0 ≤ λ < 1

)
, (1.3)

where the multiplicity of the expression (z− s)−λ just above is removed by requiring log(z− s) to be real when
z − s > 0.

Of course, we also note here that, in (1.2) and (1.3) and throughout this paper, the notation Γ denotes the
well-known Gamma function occasionally encountered in the mathematical literature.

Under the conditions of the definition given in (1.3), for the function φ, the well-known derivative of the
fractional order ϑ+ λ is also introduced by

Dϑ+λ
z {φ} =

dϑ

dzϑ

(
Dλ

z{φ}
)

(1.4)
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for some λ (0 ≤ λ < 1) and for all ϑ ∈ N0.

Most especially, for that function φ , we note down here that

D0+λ
z {φ} = Dλ

z{φ} and D1+λ
z {φ} =

d

dz

(
Dλ

z{φ}
)
, (1.5)

where 0 ≤ λ < 1.

Lastly, through the instrumentality of the operator of fractional order given by (1.3) and for the function
φ := φ(z), we also describe the Tremblay operator by the equivalent notations given by

Tκ,λ
z {φ} ≡ Tκ,λ

z {φ(z)}

and also denote by the definition given by

Tκ,λ
z {φ} =

Γ(λ)

Γ(κ)
z1−λDκ−λ

z

{
zκ−1φ(z)

}
, (1.6)

where 0 < κ ≤ 1, 0 < λ ≤ 1 and 0 ≤ κ− λ < 1.

We specially point out here that the notation:

Dκ−λ
z {·}

(
0 ≤ κ− λ < 1

)
represents the well-known-Srivastava-Owa operator of fractional derivative of order κ−λ, which is also presented
by the definition of the operator defined as in (1.3). For its details, see [8], [14], [15], and [27]. In addition, for
more information, the details of the mentioned definitions above and also numerous related examples, we think
that it will be useful that the related researchers may focus on the mentioned works (or certain earlier results)
given by the references in [3], [4], [8] and [12]-[15].

Moreover, as a result of simple analysis, numerous relationships between the operators related to fractional
calculations, which are given between (1.3)-(1.6), can be easily seen. In the next section, some of extensive
results including those specific relationships will be presented as related implications of our fundamental results
which will be composed. However, for both some of those indicated-specific relationships and some of their
applications, as example, one can especially concentrate on the earlier papers signified in the references given
in [8], [14] and [15].

2. Formation of main results and related implications

As it is well known, for setting and then proving of theories, techniques (which will be used there) play important
roles in all scientific investigations. So, for proofs of our main results, we also need two important auxiliary
theorems given just below. For their details, one can center on the associated references given in [14], [20], [23]
and [29].

Lemma 2.1 Let z ∈ C∗ and also let w ∈ C. Then,

zw = |z|weiwArg(z), (2.1)
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or, equivalently,

zw = |z|ℜe(w)e−ℑm(w)Arg(z)
(
cosΘ + i sinΘ

)
, (2.2)

where
Θ := ℜe(w)Arg(z) + ℑm(w) log |z| . (2.3)

Lemma 2.2 Let a function ℘(z) be of the forms given by

℘(z) = 1 + ℓ1z + ℓ2z
2 + ℓ3z

3 + · · ·+ ℓnz
n + · · · , (2.4)

where ℓn ∈ C, n ∈ N , z ∈ U and ℘(z) ̸≡ 1. At that time, if there exists a point z0 ∈ U such that

ℜe
(
℘(z)

)
> 0 for |z| < |z0| < 1

(
z ∈ U

)
(2.5)

and

ℜe
(
℘(z0)

)
= 0 and ℘(z0) ̸= 0 , (2.6)

then

℘(z0) = iη and z℘′(z)
∣∣∣
z=z0

= iµ
(
η +

1

η

)
℘(z)

∣∣∣
z=z0

, (2.7)

where µ ≥ 1/2 and η ∈ R∗.

Theorem 2.3 Let w ∈ C∗ and also let the function φ := φ(z) be of the form in (1.1). Then, under the
conditions designated by

0 < κ ≤ 1 , 0 < λ ≤ 1 , 0 ≤ κ− λ < 1 and 0 ≤ α <
κ

λ
, (2.8)

and, for all z ∈ U, the following proposition holds:∣∣∣∣[z d2

dz2

(
T κ,λ

z {φ}
)]w∣∣∣∣


< e−πℑm(w)

[
1
2

(
κ
λ − α

)]ℜe(w)

when ℜe(w) ≥ 0

> e−πℑm(w)
[
1
2

(
κ
λ − α

)]ℜe(w)

when ℜe(w) ≤ 0

(2.9)

=⇒ ℜe
[
d

dz

(
T κ,λ

z {φ}
)]

> α , (2.10)

where, here and throughout this paper, the value of the complex power above is taken into account as its principal
value.
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Proof Under the conditions indicated in (2.8) and by means of the definitions of the mentioned operator given
by (1.3) together with (1.4), as an application of the operator defined by (1.6), for a function φ := φ(z) being
of the form given in (1.1), the following result:

Tκ,λ
z {φ} =

Γ(λ)

Γ(κ)
z1−λDκ−λ

z

{
zκ−1φ(z)

}

=
κ

λ
z +

∞∑
t=n+1

Γ(t+ κ)Γ(λ)

Γ(t+ λ)Γ(κ)
wtz

t (2.11)

can be easily determined (cf., e.g., [8] and [15]). By the help of the first derivative of the result obtained in
(2.11), we consider an implicit function q(z) as the form given by

α+
(κ
λ
− α

)
q(z) =

d

dz

(
Tκ,λ

z {φ}
)
. (2.12)

It is clear that the function q(z) in the implicit form just above both has the form in the series expansion given
in (2.4) and is analytic in the disk U. In short, under the conditions in (2.8), the function q(z) satisfies the
condition q(0) = 1 of Lemma 2.2. It follows from (2.12) that

(κ
λ
− α

)
zq′(z) = z

d2

dz2

(
Tκ,λ

z {φ}
)
. (2.13)

We assume now that there is a point z0 ∈ U such that

ℜe
(
q(z0)

)
= 0 . (2.14)

Then, from (2.9), it is clear that q(z0) ̸= 0, which is the condition (of Lemma 2.2) given by (2.6). In this case,
by making use of the assertions (of Lemma 2.2) given in (2.7) together with Lemma 2.1 to the equation given
by (2.13), we firstly get that

Ξ
(
z0
)
:=

[
z
d2

dz2

(
Tκ,λ

z {φ(z)}
)]w∣∣∣∣

z:=z0

=
[(κ

λ
− α

)
zq′(z)

]w∣∣∣
z:=z0

=

[(κ
λ
− α

)
iµ
(
η +

1

η

)
q(z0)

]w
(2.15)

=
[
−µ

(
1 + η2

) (κ
λ
− α

)]w
= e−πℑm(w)+iΨ

[
µ
(
1 + η2

)(κ
λ
− α

)]ℜe(w)

,

where
Ψ := πℜe(w) + ℑm(w) ln

[
µ
(
1 + η2

)(κ
λ
− α

)]
.
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Indeed, in consideration of (2.1) (or (2.2)) along with (2.3) (of Lemma 2.1) and under the conditions in (2.7) and
(2.8), by taking the modulus of each one of the mentioned results in (2.15) and also considering the condition
µ ≥ 1/2, we also arrive at the following relations:∣∣Ξ(z0)∣∣ = · · ·

=

∣∣∣∣e−πℑm(w)+iΨ
[
µ
(
1 + η2

)(κ
λ
− α

)]ℜe(w)
∣∣∣∣ (2.16)

= e−πℑm(w)
[
µ
(
1 + η2

)(κ
λ
− α

)]ℜe(w)

.

Now we have to specify some special cases regarding some of the parameters contained in (2.16). For both those
and researchers, we think that it will be important to underline the following inequalities.

Firstly, let ℜe(w) ≥ 0. Then, we get that

µ ≥ 1

2
⇒ µℜe(w) ≥

(1
2

)ℜe(w)

and
η ∈ R∗ ⇒ 1 + η2 > 1 ⇒

(
1 + η2

)ℜe(w) ≥ 1 .

Secondly, let ℜe(w) ≤ 0. Then, we also get that

µ ≥ 1

2
⇒ 0 < µℜe(w) ≤

(1
2

)ℜe(w)

and
η ∈ R∗ ⇒ 1 + η2 > 1 ⇒ 0 <

(
1 + η2

)ℜe(w) ≤ 1 .

Thus, under favour of the extra information relating to the detailed inequalities identified just above, the result
(2.15) immediately gives us the following inequalities.

∣∣Ξ(z0)∣∣


≥ e−πℑm(w)
[
1
2

(
κ
λ − α

)]ℜe(w)

when ℜe(w) ≥ 0

≤ e−πℑm(w)
[
1
2

(
κ
λ − α

)]ℜe(w)

when ℜe(w) ≤ 0

,

which are contradictions with the inequalities consisting of the cases (of Theorem 2.3) given by (2.9), respectively.
This shows that there is not a point like z0 ∈ U satisfying the condition of Lemma 2.2 indicated by (2.14) (or
(2.6)). This means that the inequality:

ℜe
(
q(z)

)
> 0

has to be true for all z ∈ U. By this way, the definition constituted in (2.12) easily leads us to the inequality
given by

ℜe

 d
dz

(
Tκ,λ

z {φ}
)
− α

κ
λ − α

 > 0 ,
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which also requires the inequality given in (2.10). Thereby, this also finishes the desired proof. 2

As various implications of Theorem 2.3, when focusing on the main result created as above, new possible
theorems can be easily recreated, and, of course, a great number of specific results of those theorems can be
revealed again. For related researchers, we want to constitute (or reveal) only some of them.

Firstly, through the instrumentality of all steps in the proof of Theorem 2.3, the following propositions can
be easily proved. In consideration of the proof of Theorem 2.3, the interested researchers can easily construct the
related proofs in detail. For those, it will be also enough to consider Theorem 2.3 together with the well-known
simple properties in complex analysis, which are created by

ℜe
{
Ω(z)

}
≤

∣∣ℜe{Ω(z)}∣∣ ≤ ∣∣Ω(z)∣∣
and

ℑm
{
Ω(z)

}
≤

∣∣ℑm{
Ω(z)

}∣∣ ≤ ∣∣Ω(z)∣∣
for all suitable function with complex variable like Ω(z). Therefore, we think that it is not necessary to prove
some of those propositions given by the following theorem (below).

Theorem 2.4 Let w ∈ C∗ and also let φ := φ(z) be of the form in (1.1). Then, under the conditions given by
(2.8) and for all z ∈ U, if any one of the following propositions:

ℜe
{[

z
d2

dz2

(
T κ,λ

z {φ}
)]w}

≤
∣∣∣∣ℜe{[

z
d2

dz2

(
Tκ,λ

z {φ}
)]w}∣∣∣∣


< e−πℑm(w)

[
1
2

(
κ
λ − α

)]ℜe(w)

when ℜe(w) ≥ 0

> e−πℑm(w)
[
1
2

(
κ
λ − α

)]ℜe(w)

when ℜe(w) ≤ 0

and

ℑm
{[

z
d2

dz2

(
T κ,λ

z {φ}
)]w}

≤
∣∣∣∣ℑm{[

z
d2

dz2

(
Tκ,λ

z {φ}
)]w}∣∣∣∣


< e−πℑm(w)

[
1
2

(
κ
λ − α

)]ℜe(w)

when ℜe(w) ≥ 0

> e−πℑm(w)
[
1
2

(
κ
λ − α

)]ℜe(w)

when ℜe(w) ≤ 0

is true, then

ℜe
[
d

dz

(
T κ,λ

z {φ}
)]

> α

is also true, where the value of each one of the complex powers above is considered as its principle value.
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Secondly, if the mentioned parameters in both the definitions in the first section and the theorems in this
section above are appropriately chosen, of course, a great number of special results of the main results can be
also determined. For certain examples, we would like to present only two of them as implications of our main
results.

As the first-special implication, it can be generated by choosing the special values of the parameters κ

and λ in Theorem 2.1 as κ := 1 =: λ. In this present case, we both can see the relation between the Tremblay
operator and the function φ(z), given by

T1,1
z {φ(z)} ≡ φ(z)

and then present it as one of the special results, which is Proposition 2.5 (just below).

Proposition 2.5 Let z ∈ U and w ∈ C∗. For a function φ(z) being the form given in (1.1), if any one of the
conditions of the assertion:

∣∣∣[zφ′′(z)
]w∣∣∣

< e−πℑm(w)
[
1
2

(
1− α

)]ℜe(w)
if ℜe(w) ≥ 0

> e−πℑm(w)
[
1
2

(
1− α

)]ℜe(w)
if ℜe(w) ≤ 0

is satisfied, then

ℜe
(
φ′(z)

)
> α

(
0 ≤ α < 1

)
is satisfied, where the value of the complex power just above is taken into account as its principle value.

As the second-special implication, by setting w := 1 in Proposition 2.5, the following special result, which
is associated with geometric properties of analytic (and also univalent) functions (see the works in [7], [11] and
[27] for their details and also the paper in [15] for instance), can be also established as Proposition 2.6, which
is given by the following assertion.

Proposition 2.6 Let z ∈ U. Then, for a function φ(z) having the series form in (1.1), the following assertion
holds true.

2
∣∣zφ′′(z)

∣∣ < (1− α)e−π =⇒ ℜe
(
φ′(z)

)
> α

(
0 ≤ α < 1

)
.
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