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Abstract: American options represent an important financial instrument but are notoriously difficult to price, especially when the volatility is not constant. We explore the conditions required to apply Malliavin calculus to price American options when the volatility follows a general stochastic differential process, and develop the expressions to compute the continuation value at any time before the expiration date, given the current asset price and volatility. The developed methodology can then be applied to price American options.
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## 1. Introduction

Since its invention in 1978, Malliavin calculus [21] has been used in various mathematical fields. In theoretical research, it has been investigated for instance in Lie algebra [19], probability [8, 9], stochastic analysis [20]. Recently Laukkarinen [18] combined Malliavin calculus with fractional derivatives. Malliavin calculus has also been successfully applied to solve practical problems, for example in mechanics [14], and has received a special interest in finance due to its ability to address some stochastic differential equations two decades ago [11, 12].

For instance, Benhamou [5] studies the estimation of conditional expectations using Malliavin calculus and illustrate the computational efficiency of this method. Bally et al. [4], Bouchard et al. [6], Caramellino and Zanette [7] considered the problem of pricing and hedging American options, combining Malliavin Calculus and Monte Carlo, and Abbas-Turki and Lapeyre [1] proposed nonparametric variance and bias reduction methods. Kharrat [17] developed an expression of the continuation value for American options generated by the Heston model. Mallivin calculus has also been successfully applied the other option problems. Mancino and Sanfelici [22] proposed for instance a methodology to compute the Malliavin weight for the Delta hedging under a local volatility model, and Saporito [24] constructed an approximation for the price of path-dependent derivatives under the multiscale stochastic volatility models. Yamada [28] provided an approximation scheme for multidimensional Stratonovich stochastic differential equations using Malliavin calculus, and applied it to the SABR model. Yamada and Yamamoto [29] then constructed a second-order discretization scheme that they applied to price European option under the SABR model, while Alòs and Shiraya [3] studied volatility

[^0]swaps and European options. Alòs and Lorite [2] have recently reviewed the application of Malliavin calculus in finance, but ignored American option pricing. American options are notoriously more difficult to price than European options as the latter can only be exercised at the expiration date $T$ while the former can be exercised at any time $t$ before and including the expiration date. Bally et al. [4] developed a representation formula for the continuation value of American option using Malliavin calculus, assuming constant volatility. The constant volatility hypothesis is however unrealistic [16], and the volatility dynamics is fundamental in the development of trading strategies for hedging and arbitrage. A lot of efforts have therefore been devoted to option pricing under stochastic volatility over the last decade (see for instance Fouque et al. [10] and Pascucci [23], subsection 10.5.3, and references within) to capture the reality of the financial markets. Assumptions on the stochastic volatility process remains however restrictive, and the main contribution of this paper is to extend previous results to more general stochastic volatility processes.

In a financial context, let $X_{t}$ represent the asset price at time $t \in[0, T] . V_{t}$ is the volatility at time $t$ supposed to be stochastic and $P_{t}$ represents the derivative value, $r$ is the constant drift, $W^{S}$ and $W^{V}$ are two correlated standard Wiener processes, where $W_{t}^{S}=\sqrt{1-\rho^{2}} B_{t}^{1}+\rho B_{t}^{2}$ and $W_{t}^{V}=B_{t}^{2}$, with $B^{1}$ and $B^{2}$ being two independent Brownian motions, and $\rho \in[-1,1]$ is the correlation coefficient. The parameters $\theta_{V}, k_{V}$ and $\eta$ represent the long-run average variance, the rate of mean reversion, and volatility of volatility, respectively, and $\alpha$ is a positive real number. In this paper, we aim to elaborate and compute theoretically the value of the conditional expectation

$$
\begin{equation*}
\mathbb{E}\left[P_{t}\left(X_{t}, V_{t}\right) \mid\left(X_{l}, V_{l}\right)\right] \tag{1.1}
\end{equation*}
$$

for any $0 \leq l<t$, using Malliavin calculus, where $V_{t}$ is generated by a general stochastic differential process (GSDP)

$$
\begin{equation*}
d V_{t}=k_{V}\left(\theta_{V}-V_{t}\right) d t+\eta V_{t}^{\alpha} d W_{t}^{V} \tag{1.2}
\end{equation*}
$$

and $X$ is generated by the geometric Brownian process

$$
\begin{equation*}
d X_{t}=r X_{t} d t+X_{t} \sqrt{V_{t}} d W_{t}^{S} \tag{1.3}
\end{equation*}
$$

or, by integration

$$
\begin{equation*}
X_{t}=X_{l} \exp \left(\int_{l}^{t} r d s+\int_{l}^{t} \sqrt{V_{s}} d W_{s}^{S}-\frac{1}{2} \int_{l}^{t} V_{s} d s\right) \tag{1.4}
\end{equation*}
$$

(1.1) can be used for instance to price and hedge options and convertible bonds, and in actuarial calculations. This is in particular the case when pricing American options, (1.1) give the continuation value at time $t$ if the option is not exercised. Here, the continuation value at time $t$ is defined as the expected optimal profit that can be obtained by the option holder, accounting for the uncertain environment. The continuation value is used to price the option contract. The process (1.2) can be seen as a generalization of popular processes, as in particular, if $\alpha=0$, we have the Stein and Stein model [26]; if $W_{t}^{S}$ and $W_{t}^{V}$ are independent, and if $\alpha=0.5$, we get the Heston model [15] and the SABR model [13] if we additionally impose $r=0$ in (1.3) and $k_{V}=0$ in (1.2). Similarly, we can consider a stochastic interest rate and a constant volatility as in the Vasicek Model [27] when $\alpha=0.5$.
(1.2) is also a direct extension of the process considered by Kharrat [17], where $\alpha$ is fixed to 0.5 . Kharrat derived an expression of the conditional expectation (1.1) using Malliavin calculus, and performed
some numerical experiments to illustrate the practical interest of the approach. We extend these results to the case where $\alpha$ is not restricted to the value 0.5 . The outline of this paper is as follows. In the second section, we introduce some preliminary concepts and the key tools required to obtain our results. The conditional expectation expression is derived in the third section in the unidimensional case. We conclude in the fourth section and discuss avenues for future research.

## 2. Preliminaries

We first introduce some notations and definitions that will be used to obtain our results. The presentation closely follows Pascucci [23], Chapter 16, to which we refer the reader for more details. The maturity, or expiration date, of the financial instrument to price is denoted by $T$, normalized to 1 for simplicity. We also divide the horizon in $2^{n}$ dyadic intervals,

$$
\left.\left.I_{n}^{k}=\right] t_{n}^{k-1}, t_{n}^{k}\right], t_{n}^{k}=\frac{k}{2^{n}}
$$

for $k=1, \ldots, 2^{n}, n \in \mathbb{N}$, and $t_{n}^{0}=0$. We also denote by $x_{n}=\left(x_{n}^{1}, \ldots, x_{n}^{2^{n}}\right)$ a point in $\mathbb{R}^{2^{n}}$, and for every $t \in] 0, T]$, let $k_{n}(t)$ be the only element $k \in\left\{1, \ldots, 2^{n}\right\}$ such that $t \in I_{n}^{k}$. We first introduce the notion of simple functionals.

Definition 2.1 Given $n \in \mathbb{N}$, the family of simple $n$-th order functionals is defined by

$$
\mathcal{S}_{n}:=\left\{\varphi\left(\Delta_{n}\right) \mid \varphi \in C_{p o l}^{\infty}\left(\mathbb{R}^{2^{n}} ; \mathbb{R}\right)\right\}
$$

where $C_{p o l}^{\infty}$ is the family of infinitely differentiable functions which, together with their derivatives of any order, have at most a polynomial growth, and $\Delta_{n}:=\left(\Delta_{n}^{1}, \ldots, \Delta_{n}^{2^{n}}\right)$ is the vector of Brownian increments $\Delta_{n}^{k}=W_{t_{n}^{k}}-W_{t_{n}^{k-1}}, k=1, \ldots, 2^{n}$.

We are now in position to formally define the Malliavin derivative.

Definition 2.2 For every $X=\varphi\left(\Delta_{n}\right) \in \mathcal{S}$, the stochastic (or Malliavin) derivative of $X$ at time $t$ is defined by the $k_{n}(t)$-th partial derivative of $\varphi\left(\Delta_{n}\right)$ :

$$
D_{t} X:=\frac{\partial \varphi}{\partial x_{n}^{k_{n}(t)}}\left(\Delta_{n}\right)
$$

and we denote by $D X$ the associated stochastic process on $[0, T]$.
We can also construct the space of Malliavin differentiable variables and the family of the $n$-th order simple processes in the following definitions.

Definition 2.3 The space $\mathbb{D}^{1,2}$ of the Malliavin-differentiable random variables is the closure of $\mathcal{S}$ with respect to the norm $\|\cdot\|_{1,2}$, defined as

$$
\|X\|_{1,2}=\sqrt{\mathbb{E}\left[X^{2}\right]}+\sqrt{\int_{0}^{T}\left(D_{s} X\right)^{2} d s}
$$

In other words, $X \in \mathbb{D}^{1,2}$ if and only if, there exists a sequence $\left(X_{n}\right), n \in \mathbb{N}$, in $S$ such that $X_{n}$ converges in distribution to a square integrable random variable $X$ as $n \rightarrow \infty$, the limit $\lim _{n \rightarrow \infty} D X_{n}$ exists and is square integrable.

Definition 2.4 The family $\mathcal{P}_{n}, n \in \mathbb{N}$, of the $n$-th order simple processes consists of the processes $U$ of the form

$$
\begin{equation*}
U_{t}=\sum_{k=1}^{2^{n}} \varphi_{k}\left(\Delta_{n}\right) \mathbf{1}_{I_{n}^{k}}(t)=\varphi_{k_{n}(t)}\left(\Delta_{n}\right) \tag{2.1}
\end{equation*}
$$

where $\varphi_{k} \in C_{p o l}^{\infty}\left(\mathbb{R}^{2^{n}} ; \mathbb{R}\right)$ for $k=1, \ldots, 2^{n}$.
It is easy to observe that $\mathcal{P}_{n} \subseteq \mathcal{P}_{n+1}, n \in \mathbb{N}$. We define $\mathcal{P}:=\bigcup_{n \in \mathbb{N}} \mathcal{P}_{n}$ the family of simple functionals, and note that $D X \in \mathcal{P}$, for $X \in \mathcal{S}$. In other words, $D: \mathcal{S} \rightarrow \mathcal{P}$. We are now in position to introduce the adjoint operator of the Malliavin derivative.

Definition 2.5 Given a simple process $U \in \mathcal{P}$ of the form (2.1), the Skorokhod-integral $D * U$ of $U$ is defined as [25]

$$
D * U=\sum_{k=1}^{2^{n}}\left(\varphi_{k}\left(\Delta_{n}\right) \Delta_{n}^{k}-\partial_{x_{n}^{k}} \varphi_{k}\left(\Delta_{n}\right) \frac{1}{2^{n}}\right)
$$

We also write $D * U=\int_{0}^{T} U_{t} \diamond d W_{t}$.
The following two technical lemmas, proved in Pascucci [23, Chapter 16], will be central to our developments.

Lemma 2.6 Let $X \in \mathbb{D}^{1,2}$ and let $U$ be a second-order Skorokhod-integrable process. Then,

$$
\begin{equation*}
\int_{0}^{T} X U_{t} \diamond d W_{t}=X \int_{0}^{T} U_{t} \diamond d W_{t}-\int_{0}^{T}\left(D_{t} X\right) U_{t} d t \tag{2.2}
\end{equation*}
$$

and, when $U_{t}$ is adapted, the above equation can be expressed as

$$
\begin{equation*}
\int_{0}^{T} X U_{t} \diamond d W_{t}=X \int_{0}^{T} U_{t} d W_{t}-\int_{0}^{T}\left(D_{t} X\right) U_{t} d t \tag{2.3}
\end{equation*}
$$

Lemma 2.7 (Stochastic integration by parts) Let $F \in C_{b}^{1}$, the space of functions in $C^{1}$ bounded together with their derivatives, and let $X \in \mathbb{D}^{1,2}$. Hence, the following integration by parts

$$
\begin{equation*}
\mathbb{E}\left[F^{\prime}(X) Y\right]=\mathbb{E}\left[F(X) \int_{0}^{T} \frac{u_{t} Y}{\int_{0}^{T} u_{s} D_{s} X d s} \diamond d W_{t}\right] \tag{2.4}
\end{equation*}
$$

holds for every random variable $Y$ and for every stochastic process $u$ for which (2.4) is well defined.
For notation clarity, we extend the notion of Malliavin derivative to a multidimensional process, by introducing the definition of partial derivative.
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Definition 2.8 (Partial Malliavin derivative) Let $W=\left(W^{1}, \ldots, W^{d}\right)$ be a d-dimensional Brownian motion. For $s \leq t$, the partial Malliavin derivative at time $s$ with respect to the $i-t h$ component of $W$, denoted by $D_{s}^{i}$, is

$$
D_{s}^{i} W_{t}^{j}= \begin{cases}1 & \text { if } i=j \\ 0 & \text { otherwise }\end{cases}
$$

By convention, we will denote by $D^{V}$ and $D^{S}$ the Malliavin derivative with respect to $W^{V}$ and $W^{S}$, respectively, where $W^{V}$ and $W^{S}$ are defined in the same way as in (1.3) and (1.2).

## 3. Computation of the continuation value

Consider again the GSDP generated by (1.2). For $0 \leq l \leq t$, the stochastic volatility process is

$$
\begin{equation*}
V_{l}=V_{0}+\int_{0}^{l} k_{V}\left(\theta_{V}-V_{r}\right) d r+\int_{0}^{l} \eta V_{r}^{\alpha} d W_{r}^{V} \tag{3.1}
\end{equation*}
$$

We do not have an explicit expression of $D^{V} V$. We can however express it in terms of a newly introduced process, as shown in the following proposition.

Proposition 3.1 For $0 \leq s \leq l \leq t, D_{s}^{V} V_{l}=Y_{l} Z_{s} \eta V_{s}^{\alpha}$, where $Y$ is the solution of the stochastic differential equation

$$
\begin{equation*}
Y_{l}=1-k_{V} \int_{0}^{l} Y_{r} d r+\alpha \eta \int_{0}^{l} V_{r}^{\alpha-1} Y_{r} d W_{r}^{V} \tag{3.2}
\end{equation*}
$$

and $Z$, is the solution of the stochastic differential equation

$$
\begin{equation*}
Z_{l}=1+\int_{0}^{l}\left(\left(\alpha \eta V_{r}^{\alpha-1}\right)^{2}+k_{V}\right) Z_{r} d r-\int_{0}^{l} \alpha \eta V_{r}^{\alpha-1} Z_{r} d W_{r}^{V} \tag{3.3}
\end{equation*}
$$

Moreover, for all $t \geq 0, Y_{t} Z_{t}=1$.
Proof From (3.2), (3.3) and the Itô formula, we have

$$
\begin{aligned}
d\left(Y_{l} Z_{l}\right)= & Y_{l} d Z_{l}+Z_{l} d Y_{l}+d\langle Y, Z\rangle_{l} \\
= & Y_{l} Z_{l}\left[\left(\left(\alpha \eta V_{r}^{\alpha-1}\right)^{2}+k_{V}\right) d l-\alpha \eta V_{l}^{\alpha-1} d W_{l}^{V}\right. \\
& \left.+k_{V} d l+\alpha \eta V_{l}^{\alpha-1} d W_{l}^{V}-\left(\alpha \eta V_{r}^{\alpha-1}\right)^{2} d l\right] \\
= & 0
\end{aligned}
$$

Thus, $Y_{l} Z_{l}$ is constant and since $Y_{0} Z_{0}=1$, from the unicity of the representation for an Itô process, $Y_{l} Z_{l}=1$ for any $l \geq 0$.

From (3.2), given $s$, we have

$$
Y_{l}=Y_{s}-k_{V} \int_{s}^{l} Y_{r} d r+\alpha \eta \int_{s}^{l} V_{r}^{\alpha-1} Y_{r} d W_{r}^{V}
$$

and, since $Y_{s} Z_{s}=1$,

$$
\begin{align*}
Y_{l} Z_{s} \eta V_{s}^{\alpha} & =Y_{s} Z_{s} \eta V_{s}^{\alpha}-k_{V} \int_{s}^{l} Y_{r} Z_{s} \eta V_{s}^{\alpha} d r+\alpha \eta \int_{s}^{l} V_{r}^{\alpha-1} Y_{r} Z_{s} \eta V_{s}^{\alpha} d W_{r}^{V} \\
& =\eta V_{s}^{\alpha}-k_{V} \int_{s}^{l} Y_{r} Z_{s} \eta V_{s}^{\alpha} d r+\alpha \eta \int_{s}^{l} V_{r}^{\alpha-1} Y_{r} Z_{s} \eta V_{s}^{\alpha} d W_{r}^{V} \tag{3.4}
\end{align*}
$$

Moreover, applying Definition 2.2 to (3.1),

$$
D_{s}^{V} V_{l}=\eta V_{s}^{\alpha}-k_{V} \int_{s}^{l} D_{s}^{V} V_{r} d r+\alpha \eta \int_{s}^{l} V_{r}^{\alpha-1} D_{s}^{V} V_{r} d W_{r}^{V}
$$

and with (3.4),

$$
D_{s}^{V} V_{l}=Y_{l} Z_{s} \eta V_{s}^{\alpha}
$$

We now consider the expression of $\mathbb{E}\left[\Psi^{\prime}\left(V_{l}\right) P\left(X_{t}, V_{t}\right)\right]$ for any $0 \leq l \leq t$ and for any function $\Psi \in$ $C_{b}^{+\infty}(\mathbb{R})$, where $C_{b}^{+\infty}(\mathbb{R})$ is the space of bounded and infinitely differentiable functions. To alleviate the notation, we define the derivative of a stochastic process as follows.

Definition 3.2 Let $X_{t}(\mu), t \in \mathcal{T}$, be a continuous stochastic process, parameterized by $\mu$, and assume that for any $t \in \mathcal{T}, X_{t}(\mu)$ is continuously differentiable with respect to $\mu$. The derivative process $\partial_{\mu} X$ is the stochastic process defined as

$$
\partial_{\mu} X=\left\{\partial_{\mu} X_{t}, t \in \mathcal{T}\right\}
$$

We first prove the following lemma.
Lemma 3.3 Let $\Lambda$ be a continuous random variable with density $h(\cdot)$.
a) For every $f$ and $g \in C^{1}$, such that $\lim _{x \rightarrow \pm \infty} f(x)=\lim _{x \rightarrow \pm \infty} g(x)=0$, we have

$$
\mathbb{E}\left[f^{\prime}(\Lambda) g(\Lambda)\right]=-\mathbb{E}\left[f(\Lambda) g^{\prime}(\Lambda)\right]-\int_{-\infty}^{+\infty} f(y) g(y) h^{\prime}(y) d y
$$

b) Let $X$ be a stochastic process, function of $\Lambda$ and twice continuously differentiable with respect to $\Lambda$, such that $\partial_{\Lambda} X \neq 0$ almost surely,

$$
\mathbb{E}\left[f^{\prime}(X) g(X)\right]=-\mathbb{E}\left[f(X)\left(g^{\prime}(X)-g(X) \frac{\partial_{\Lambda}^{2} X}{\left(\partial_{\Lambda} X\right)^{2}}\right)\right]-\int_{-\infty}^{+\infty} f(y) g(y) \frac{h^{\prime}(y)}{\left(\partial_{\Lambda} X\right)(y)} d y
$$

Proof Integrating by parts, we have

$$
\begin{aligned}
\mathbb{E}\left[f^{\prime}(\Lambda) g(\Lambda)\right] & =\int_{-\infty}^{+\infty} f^{\prime}(y) g(y) h(y) d y \\
& =[f(y) g(y) h(y)]_{-\infty}^{+\infty}-\int_{-\infty}^{+\infty} f(y)(g(y) h(y))^{\prime} d y \\
& =-\int_{-\infty}^{+\infty} f(y) g^{\prime}(y) h(y) d y-\int_{-\infty}^{+\infty} f(y) g(y) h^{\prime}(y) d y
\end{aligned}
$$

Thus, we get

$$
\mathbb{E}\left[f^{\prime}(\Lambda) g(\Lambda)\right]=-\mathbb{E}\left[f(\Lambda) g^{\prime}(\Lambda)\right]-\int_{-\infty}^{+\infty} f(y) g(y) h^{\prime}(y) d y
$$

proving a).
Since $X=X(\Lambda)$, we have

$$
\frac{d f(X)}{d \Lambda}=\frac{d f(X)}{d X} \frac{d X}{d \Lambda} \text { and } \frac{d g(X)}{d \Lambda}=\frac{d g(X)}{d X} \frac{d X}{d \Lambda}
$$

or, using a more compact notation,

$$
\partial_{\Lambda} f(X)=f^{\prime}(X) \partial_{\Lambda} X \text { and } \partial_{\Lambda} g(X)=g^{\prime}(X) \partial_{\Lambda} X
$$

Therefore,

$$
\mathbb{E}\left[f^{\prime}(X) g(X)\right]=\mathbb{E}\left[\partial_{\Lambda} f(X) \frac{g(X)}{\partial_{\Lambda} X}\right]
$$

and using a), we can write

$$
\begin{aligned}
\mathbb{E}\left[f^{\prime}(X) g(X)\right]= & -\mathbb{E}\left[f(X) \partial_{\Lambda}\left(\frac{g(X)}{\partial_{\Lambda} X}\right)\right]-\int_{-\infty}^{+\infty} f(y) \frac{g(y)}{\left(\partial_{\Lambda} X\right)(y)} h^{\prime}(y) d y \\
= & -\mathbb{E}\left[f(X)\left(g^{\prime}(X)-g(X) \frac{\partial_{\Lambda}^{2} X}{\left.\partial_{\Lambda} X\right)}\right)\right] \\
& -\int_{-\infty}^{+\infty} f(y) g(y) \frac{h^{\prime}(y)}{\left(\partial_{\Lambda} X\right)(y)} d y
\end{aligned}
$$

where we have used the equality

$$
\partial_{\Lambda}\left(\frac{g(X)}{\partial_{\Lambda} X}\right)=g^{\prime}(X)-\frac{g(X) \partial_{\Lambda}^{2} X}{\left(\partial_{\Lambda} X\right)^{2}}
$$

A standard, while restrictive, assumption required to apply the Malliavin calculus is the independence of the increments [9], as the distribution of the increments then depends on the time intervals uniquely. This assumption will be crucial in our developments too, when using stochastic integration by parts.

Assumption 1 (Independence of increments) Let $V_{t}$ be a stochastic process. We say that $V_{t}$ has independent increments if there exists a random function $M(\cdot)$ independent of $V_{l}$, such that $V_{t}=$ $V_{l} M_{(t-l)}$ for any $l \in(0, t]$.

Assumption 1 implies that $V_{t}=V_{0} M_{t}$ and $M_{t}=M_{(t-l)} M_{l}$. In line with Definition 2.1, $M_{(t-l)}$ is a function of Brownian increments $\Delta_{(t-l)}:=W_{t}-W_{l}$, and, for any $t \in[0, T]$, we consider the partial derivative of the volatility process with respect to $\Delta, \partial_{\Delta} V_{t}=V_{0} \frac{d M_{t}}{d \Delta}$.

Example 3.4 The $S A B R$ model [13] satisfies Assumption 1, as for $0 \leq l \leq t$, the stochastic process can be written as

$$
V_{t}=V_{l} e^{\eta\left(W_{t}-W_{l}\right)}=V_{l} e^{\eta \Delta_{(t-l)}}=V_{0} e^{\eta \Delta_{t}}
$$

We will furthermore limit ourself to the exponential family to parametrize the stochastic process capturing the asset price or its volatility. Multiple stochastic processes used in a financial context comply with this assumption, for instance if $\Lambda$ follows a normal distribution or a gamma distribution. For a random variable of the exponential family of density $h(x)$, its derivative can be written as $h^{\prime}(\cdot)=r(\cdot) h(\cdot)$, a property that we will exploit to obtain the expressions of the conditional expectations.

Assumption $2 X$ is a stochastic process that is function of $\Lambda$, a continuous random variable from the exponential family, with density $h(\cdot)$.

Corollary 3.5 Let $X$ be a stochastic process satisfying Assumptions 1 and 2. Under the same conditions of Lemma 3.3, we have

$$
\mathbb{E}\left[f^{\prime}(X) g(X)\right]=-\mathbb{E}\left[f(X)\left(g^{\prime}(X)-g(X) \frac{\partial_{\Lambda}^{2} X}{\left(\partial_{\Lambda} X\right)^{2}}\right)\right]-\mathbb{E}\left[f(X) g(X) \frac{r(\Lambda)}{\partial_{\Lambda} X}\right]
$$

We are now in position to prove the following technical result.

Proposition 3.6 If $V_{t}$ is a stochastic process satisfying Assumptions 1 and 2, and for any $k>0, \partial_{\Delta} M_{k} \neq 0$ almost everywhere, given $0 \leq l \leq t$, we have

$$
\begin{aligned}
\mathbb{E}\left[\Phi^{\prime}\left(V_{l}\right) g\left(V_{t}\right)\right]= & \mathbb{E}\left[\frac{\Phi\left(V_{l}\right) g\left(V_{t}\right)}{V_{l}}\left(1-M_{(t-l)} \frac{\partial_{\Delta}^{2} M_{(t-l)}}{\left(\partial_{\Delta} M_{(t-l)}\right)^{2}}+M_{l} \frac{\partial_{\Delta}^{2} M_{l}}{\left(\partial_{\Delta} M_{l}\right)^{2}}\right)\right] \\
& +\mathbb{E}\left[\frac{\Phi\left(V_{l}\right) g\left(V_{t}\right)}{V_{l}}\left(M_{(t-l)} \frac{r\left(\Delta_{(t-l)}\right)}{\left(\partial_{\Delta} M_{(t-l)}\right)}-M_{l} \frac{r\left(\Delta_{l}\right)}{\partial_{\Delta} M_{l}}\right)\right] .
\end{aligned}
$$

Proof For $0 \leq l \leq t$, from Assumption 1 and the law of total expectation, we get

$$
\begin{equation*}
\mathbb{E}\left[\Phi^{\prime}\left(V_{l}\right) g\left(V_{t}\right)\right]=\mathbb{E}\left[\mathbb{E}_{V_{l}}\left[\Phi^{\prime}\left(V_{l}\right) g\left(m V_{l}\right)\right] \mid M_{(t-l)}=m\right] \tag{3.5}
\end{equation*}
$$

Using Corollary 3.5, the inner expectation can be written as

$$
\begin{aligned}
\mathbb{E}_{V_{l}}\left[\Phi^{\prime}\left(V_{l}\right) g\left(m V_{l}\right)\right]= & -\mathbb{E}_{V_{l}}\left[\Phi\left(V_{l}\right)\left(m g^{\prime}\left(m V_{l}\right)\right)-g\left(m V_{l}\right) \frac{\partial_{\Delta}^{2} V_{l}}{\left(\partial_{\Delta} V_{l}\right)^{2}}\right] \\
& -\mathbb{E}_{V_{l}}\left[\Phi\left(V_{l}\right) g\left(m V_{l}\right) \frac{r\left(\Delta_{l}\right)}{\partial_{\Delta} V_{l}}\right]
\end{aligned}
$$

As $V_{t}=M_{(t-l)} V_{l}$ and $V_{l}=V_{0} M_{l},(3.5)$ becomes

$$
\begin{align*}
\mathbb{E}\left[\Phi^{\prime}\left(V_{l}\right) g\left(V_{t}\right)\right]= & -\mathbb{E}\left[\Phi\left(V_{l}\right) M_{(t-l)} g^{\prime}\left(V_{t}\right)\right]+\mathbb{E}\left[\Phi\left(V_{l}\right) g\left(V_{t}\right) \frac{\partial_{\Delta}^{2} V_{l}}{\left(\partial_{\Delta} V_{l}\right)^{2}}\right] \\
& -\mathbb{E}\left[\Phi\left(V_{l}\right) g\left(V_{t}\right) \frac{r\left(\Delta_{l}\right)}{\left(\partial_{\Delta} V_{l}\right)}\right] \tag{3.6}
\end{align*}
$$

From the independence between $V_{l}$ and $M_{(t-l)}$, the first term of (3.6) becomes

$$
\begin{equation*}
\mathbb{E}\left[\Phi\left(V_{l}\right) M_{(t-l)} g^{\prime}\left(V_{t}\right)\right]=\mathbb{E}\left[\Phi(z) \mathbb{E}_{M}\left[M_{(t-l)} g^{\prime}\left(z M_{(t-l)}\right)\right] \mid V_{l}=z\right] \tag{3.7}
\end{equation*}
$$

Moreover, from Corollary 3.5,

$$
\begin{align*}
\mathbb{E}_{M}\left[M_{(t-l)} g^{\prime}\left(z M_{(t-l)}\right)\right]= & -\mathbb{E}_{M}\left[\frac{g\left(z M_{(t-l)}\right)}{z}\left(1-M_{(t-l)} \frac{\partial_{\Delta}^{2} M_{(t-l)}}{\left(\partial_{\Delta} M_{(t-l)}\right)^{2}}\right)\right]  \tag{3.8}\\
& -\mathbb{E}_{M}\left[\frac{M_{(t-l)}}{z} g\left(z M_{(t-l)}\right) \frac{r\left(\Delta_{(t-l)}\right)}{\partial_{\Delta} M_{(t-l)}}\right]
\end{align*}
$$

Combining (3.7) and (3.8). we have

$$
\begin{aligned}
\mathbb{E}\left[\Phi\left(V_{l}\right) M_{(t-l)} g^{\prime}\left(V_{t}\right)\right]= & -\mathbb{E}\left[\frac{\Phi\left(V_{l}\right) g\left(V_{t}\right)}{V_{l}}\left(1-M_{(t-l)} \frac{\partial_{\Delta}^{2} M_{(t-l)}}{\left(\partial_{\Delta} M_{(t-l)}\right)^{2}}\right)\right] \\
& -\mathbb{E}\left[\frac{M_{(t-l)} \Phi\left(V_{l}\right) g\left(V_{t}\right)}{V_{l}} \frac{r\left(\Delta_{(t-l)}\right)}{\partial_{\Delta} M_{(t-l)}}\right]
\end{aligned}
$$

(3.6) can thus be rewritten as

$$
\begin{aligned}
\mathbb{E}\left[\Phi^{\prime}\left(V_{l}\right) g\left(V_{t}\right)\right]= & \mathbb{E}\left[\frac{\Phi\left(V_{l}\right) g\left(V_{t}\right)}{V_{l}}\left(1-M_{(t-l)} \frac{\partial_{\Delta}^{2} M_{(t-l)}}{\left(\partial_{\Delta} M_{(t-l)}\right)^{2}}\right)\right] \\
& +\mathbb{E}\left[\frac{M_{(t-l)} \Phi\left(V_{l}\right) g\left(V_{t}\right)}{V_{l}} \frac{r\left(\Delta_{(t-l)}\right)}{\partial_{\Delta} M_{(t-l)}}\right]+\mathbb{E}\left[\Phi\left(V_{l}\right) g\left(V_{t}\right) \frac{\partial_{\Delta}^{2} V_{l}}{\left(\partial_{\Delta} V_{l}\right)^{2}}\right] \\
& -\mathbb{E}\left[\Phi\left(V_{l}\right) g\left(V_{t}\right) \frac{r\left(\Delta_{l}\right)}{\partial_{\Delta} V_{l}}\right]
\end{aligned}
$$

We then obtained the announced result by noting that $V_{l}=V_{0} M_{l}$.
We can directly extend the previous proposition to asset price under varying volatility, as expressed by the following corollary, implied by Proposition 3.6.

Corollary 3.7 Let $X$ and $V$ be the asset price and its volatility. Under Assumptions 1 and 2, and assuming that for any $k>0, \partial_{\Delta} M_{k} \neq 0$ almost everywhere, we have, for any $0 \leq l \leq t$ and any $\Psi \in C_{b}^{+\infty}(\mathbb{R})$,

$$
\begin{aligned}
\mathbb{E}\left[\Psi^{\prime}\left(V_{l}\right) P\left(X_{t}, V_{t}\right)\right]=\mathbb{E} & {\left[\frac{\Psi\left(V_{l}\right) P\left(X_{t}, V_{t}\right)}{V_{l}}\left(1-M_{(t-l)} \frac{\partial_{\Delta}^{2} M_{(t-l)}}{\left(\partial_{\Delta} M_{(t-l)}\right)^{2}}+M_{l} \frac{\partial_{\Delta}^{2} M_{l}}{\left(\partial_{\Delta} M_{l}\right)^{2}}\right)\right] } \\
& +\mathbb{E}\left[\frac{\Psi\left(V_{l}\right) P\left(X_{t}, V_{t}\right)}{V_{l}}\left(M_{(t-l)} \frac{r\left(\Delta_{(t-l)}\right)}{\partial_{\Delta} M_{(t-l)}}-M_{l} \frac{r\left(\Delta_{l}\right)}{\partial_{\Delta} M_{l}}\right)\right] .
\end{aligned}
$$

Equipped with the previous results, we are now in position to derive the expression of the conditional expectation $\mathbb{E}\left[P\left(X_{t}, V_{t}\right) \mid V_{l}=\beta\right]$ using Malliavin calculus.

Theorem 3.8 Let $X$ and $V$ be the asset price and its volatility. Under Assumptions 1 and 2, for any $\beta>0$ and any $0 \leq l \leq t$, we have

$$
\mathbb{E}\left[P\left(X_{t}, V_{t}\right) \mid V_{l}=\beta\right]=\frac{\mathbb{E}\left[H\left(V_{l}-\beta\right) \Upsilon_{V_{l}}\left(P\left(X_{t}, V_{t}\right)\right)\right]}{\mathbb{E}\left[H\left(V_{l}-\beta\right) \Upsilon_{V_{l}}(1)\right]}
$$

where

$$
\begin{align*}
\Upsilon_{V_{l}}\left(f\left(X_{t}, V_{t}\right)\right)= & \frac{f\left(X_{t}, V_{t}\right)}{V_{l}}\left(1-M_{(t-l)} \frac{\partial_{\Delta}^{2} M_{(t-l)}}{\left(\partial_{\Delta} M_{(t-l)}\right)^{2}}+M_{l} \frac{\partial_{\Delta}^{2} M_{l}}{\left(\partial_{\Delta} M_{l}\right)^{2}}\right) \\
& +\frac{f\left(X_{t}, V_{t}\right)}{V_{l}}\left(M_{(t-l)} \frac{r\left(\Delta_{(t-l)}\right)}{\partial_{\Delta} M_{(t-l)}}-M_{l} \frac{r\left(\Delta_{l}\right)}{\partial_{\Delta} M_{l}}\right) \tag{3.9}
\end{align*}
$$

is the Malliavin weight, $H$ is the Heaviside function i.e. $\forall x \in \mathbb{R}, H(x)=1_{x \geq 0}$, with the convention that $\mathbb{E}\left[P\left(X_{t}, V_{t}\right)\right]=0$ when $\mathbb{E}\left[H\left(V_{l}-\beta\right) \Upsilon_{V_{l}}(1)\right]=0$.

Proof Referring to the work of Fournié et al. [12], we have

$$
\mathbb{E}\left[P\left(X_{t}, V_{t}\right) \mid V_{l}=\beta\right]=\frac{\mathbb{E}\left[H\left(V_{l}-\beta\right) \Upsilon_{V_{l}}\left(P\left(X_{t}, V_{t}\right)\right)\right]}{\mathbb{E}\left[H\left(V_{l}-\beta\right) \Upsilon_{V_{l}}(1)\right]}
$$

where the weights $\Upsilon_{V_{l}}\left(P\left(X_{t}, V_{t}\right)\right)$ and $\Upsilon_{V_{l}}(1)$ can be derived from Corollary 3.7 for $\Psi\left(V_{l}\right)=H\left(V_{l}-\beta\right)=1_{V_{l} \geq \beta}$.

Using Propositions 3.1, Corollary 3.7, and Theorem 3.8, we can compute $\mathbb{E}\left[P\left(X_{t}, V_{t}\right) \mid V_{l}=\beta\right]$ where $V_{t}$ is generated by the GSDP (1.2). In what follows, we first develop a general technical result in Proposition 3.10, which will set the stage to formulate the main theorem of this paper, developing the computation of the continuation value $\mathbb{E}\left[P_{t}\left(X_{t}, V_{t}\right) \mid\left(X_{l}=\gamma, V_{l}=\beta\right)\right]$. Recall that from (1.4), the asset price follows the process

$$
X_{t}=X_{l} A_{l, t}
$$

where $A_{l, t}=\exp \left(\int_{l}^{t} r d s+\int_{l}^{t} \sqrt{V_{s}} d W_{s}^{S}-\frac{1}{2} \int_{l}^{t} V_{s} d s\right)$, for any $0 \leq l \leq t$. We then have the following result.

Proposition 3.9 Let $X_{t}$ be defined as in (1.4) and $G_{X_{t}}(\beta):=\mathbb{E}\left[P_{t}\left(X_{t}, V_{t}\right) \mid V_{l}=\beta\right]$. For any $\Psi \in C_{b}^{+\infty}(\mathbb{R})$, we have

$$
\begin{aligned}
\mathbb{E}\left[\Psi^{\prime}\left(X_{l}\right) G_{X_{l} A_{l, t}}(\beta)\right]= & \mathbb{E}\left[\frac{\Psi\left(X_{l}\right) G_{X_{l} A_{l, t}}(\beta)}{X_{l}}\left(\frac{1}{l \sqrt{1-\rho^{2}}} \int_{0}^{l} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}+1\right)\right] \\
& -\mathbb{E}\left[A_{l, t} \Psi\left(X_{l}\right) G_{X_{l} A_{l, t}}^{\prime}(\beta)\right]
\end{aligned}
$$

Proof Using the stochastic integration by parts from Lemma 2.7, we have, for any process $u$,

$$
\mathbb{E}\left[\Psi^{\prime}\left(X_{l}\right) G_{X_{l} A_{l, t}}(\beta)\right]=\mathbb{E}\left[\Psi\left(X_{l}\right) \int_{0}^{l} \frac{u_{\tau} G_{X_{l} A_{l, t}}(\beta)}{\int_{0}^{l} u_{s} D_{s}^{S} X_{l} d s} \diamond d W_{\tau}^{S}\right]
$$

In particular, choosing $u_{s}=\frac{1}{\sqrt{V_{s}}}$ allows us to write

$$
\begin{aligned}
\mathbb{E}\left[\Psi^{\prime}\left(X_{l}\right) G_{X_{l} A_{l, t}}(\beta)\right] & =\mathbb{E}\left[\Psi\left(X_{l}\right) \int_{0}^{l} \frac{G_{X_{l} A_{l, t}}(\beta)}{l \sqrt{1-\rho^{2}} \sqrt{V_{\tau}} X_{l}} \diamond d W_{\tau}^{S}\right] \\
& =\mathbb{E}\left[\frac{\Psi\left(X_{l}\right)}{l \sqrt{1-\rho^{2}}}\left(\frac{G_{X_{l} A_{l, t}}(\beta)}{X_{l}} \int_{0}^{l} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}-\int_{0}^{l} D_{s}^{S}\left(\frac{G_{X_{l} A_{l, t}}(\beta)}{X_{l}}\right) \frac{d s}{\sqrt{V_{s}}}\right)\right]
\end{aligned}
$$

where we used the equality $D_{s}^{S}\left(X_{l}\right)=\sqrt{1-\rho^{2}} X_{l} \sqrt{V_{s}}$. The second equality follows from Lemma 2.6. By using the Malliavin derivative, the above equation becomes

$$
\begin{align*}
& \mathbb{E}\left[\Psi^{\prime}\left(X_{l}\right) G_{X_{l} A_{l, t}}(\beta)\right] \\
& =\mathbb{E}\left[\frac{\Psi\left(X_{l}\right)}{l \sqrt{1-\rho^{2}}}\left(\frac{G_{X_{l} A_{l, t}}(\beta)}{X_{l}} \int_{0}^{l} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}-\int_{0}^{l}\left(\frac{G_{X_{l} A_{l, t}}^{\prime}(\beta) D_{s}^{S}\left(X_{l} A_{l, t}\right)}{X_{l}}-\frac{G_{X_{l} A_{l, t}}(\beta) D_{s}^{S} X_{l}}{X_{l}^{2}}\right) \frac{d s}{\sqrt{V_{s}}}\right)\right] \\
& =\mathbb{E}\left[\frac{\Psi\left(X_{l}\right)}{l \sqrt{1-\rho^{2}}}\left(\frac{G_{X_{l} A_{l, t}}(\beta)}{X_{l}} \int_{0}^{l} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}-\int_{0}^{l}\left(G_{X_{l} A_{l, t}}^{\prime}(\beta) A_{l, t} \sqrt{V_{s}}-\frac{G_{X_{l} A_{l, t}}(\beta) \sqrt{V_{s}}}{X_{l}}\right) \frac{d s}{\sqrt{V_{s}}}\right)\right] \\
& =\mathbb{E}\left[\frac{\Psi\left(X_{l}\right) G_{X_{l} A_{l, t}}(\beta)}{X_{l}}\left(\frac{1}{l \sqrt{1-\rho^{2}}} \int_{0}^{l} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}+1\right)\right]-\mathbb{E}\left[A_{l, t} \Psi\left(X_{l}\right) G_{X_{l} A_{l, t}}^{\prime}(\beta)\right] \tag{3.10}
\end{align*}
$$

In the other hand, by using the independence between $X_{l}$ and $A_{l, t}$, we have

$$
\begin{align*}
\mathbb{E}\left[A_{l, t} \Psi\left(X_{l}\right) G_{X_{l} A_{l, t}}^{\prime}(\beta)\right] & =\mathbb{E}\left[\mathbb{E}\left[A_{l, t} \Psi(x) G_{x A_{l, t}}^{\prime}(\beta)\right] \mid X_{l}=x\right] \\
& =\mathbb{E}\left[\Psi(x) \mathbb{E}\left[A_{l, t} G_{x A_{l, t}}^{\prime}(\beta)\right] \mid X_{l}=x\right] \tag{3.11}
\end{align*}
$$

By using Lemma 2.7 and choosing $u_{s}=\frac{1}{\sqrt{V_{s}}}$, we have

$$
\begin{aligned}
\mathbb{E}\left[A_{l, t} G_{X_{l} A_{l, t}}^{\prime}(\beta)\right] & =\mathbb{E}\left[G_{X_{l} A_{l, t}} \int_{l}^{t} \frac{u_{s^{\prime}} A_{l, t}(\beta)}{\int_{l}^{t} u_{s} D_{s}^{S}\left(X_{l} A_{l, t}\right) d s} \diamond d W_{s}^{S}\right] \\
& =\mathbb{E}\left[\frac{G_{X_{l} A_{l, t}}(\beta)}{\sqrt{1-\rho^{2}} X_{l}(t-l)} \int_{l}^{t} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}\right]
\end{aligned}
$$

allowing us to rewrite (3.11) as

$$
\begin{equation*}
\mathbb{E}\left[A_{l, t} \Psi\left(X_{l}\right) G_{X_{l} A_{l, t}}^{\prime}(\beta)\right]=\mathbb{E}\left[\frac{\Psi\left(X_{l}\right) G_{X_{l} A_{l, t}}(\beta)}{\sqrt{1-\rho^{2}}(t-l) X_{l}} \int_{l}^{t} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}\right] \tag{3.12}
\end{equation*}
$$

Combining (3.12) and (3.10), we obtain

$$
\begin{aligned}
& \mathbb{E}\left[\Psi^{\prime}\left(X_{l}\right) G_{X_{l} A_{l, t}}(\beta)\right] \\
& \qquad=\mathbb{E}\left[\frac{\Psi\left(X_{l}\right) G_{X_{l} A_{l, t}}(\beta)}{X_{l}}\left(\frac{1}{l \sqrt{1-\rho^{2}}} \int_{0}^{l} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}+1\right)\right]-\mathbb{E}\left[\frac{\Psi\left(X_{l}\right) G_{X_{l} A_{l, t}}(\beta)}{\sqrt{1-\rho^{2}}(t-l) X_{l}} \int_{l}^{t} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}\right]
\end{aligned}
$$

as desired.
Corollary 3.10 Let $X_{t}=X_{l} \exp \left(\int_{l}^{t} r d s+\int_{l}^{t} \sqrt{V_{s}} d W_{s}^{S}-\frac{1}{2} \int_{l}^{t} V_{s} d s\right)$ for any $0 \leq l \leq t$, and for any $\Psi \in C_{b}^{+\infty}(\mathbb{R})$. We have,

$$
\mathbb{E}\left[\Psi^{\prime}\left(X_{l}\right) G_{X_{t}}(\beta)\right]=\mathbb{E}\left[\Psi\left(X_{l}\right) \frac{G_{X_{t}}(\beta)}{\sqrt{1-\rho^{2} X_{l}}}\left(\frac{1}{l} \int_{0}^{l} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}-\frac{1}{t-l} \int_{l}^{t} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}+1\right)\right]
$$

with $G_{X_{t}}(\beta):=\mathbb{E}\left[P_{t}\left(X_{t}, V_{t}\right) \mid V_{l}=\beta\right]$.

Proof We have

$$
\mathbb{E}\left[\Psi^{\prime}\left(X_{l}\right) G_{X_{t}}(\beta)\right]=\mathbb{E}\left[\frac{\Psi\left(X_{l}\right) G_{X_{t}}(\beta)}{X_{l}}\left(\frac{1}{l \sqrt{1-\rho^{2}}} \int_{0}^{l} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}+1\right)\right]-\mathbb{E}\left[U_{l, t} \Psi\left(X_{l}\right) G_{X_{t}}^{\prime}(\beta)\right] .
$$

Hence, according to Proposition 3.9, we get

$$
\mathbb{E}\left[\Psi^{\prime}\left(X_{l}\right) G_{X_{t}}(\beta)\right]=\mathbb{E}\left[\Psi\left(X_{l}\right) \frac{G_{X_{t}}(\beta)}{\sqrt{1-\rho^{2}} X_{l}}\left(\frac{1}{l} \int_{0}^{l} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}-\frac{1}{t-l} \int_{l}^{t} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}+1\right)\right]
$$

The following Theorem gives the analytic expression of $\mathbb{E}\left[P_{t}\left(X_{t}, V_{t}\right) \mid\left(X_{l}=\gamma, V_{l}=\beta\right)\right]$.

Theorem 3.11 Let $X_{t}=X_{l} \exp \left(\int_{l}^{t} r d s+\int_{l}^{t} \sqrt{V_{s}} d W_{s}^{S}-\frac{1}{2} \int_{l}^{t} V_{s} d s\right)$, with $0 \leq l \leq t$. We have

$$
\mathbb{E}\left[P_{t}\left(X_{t}, V_{t}\right) \mid\left(X_{l}=\gamma, V_{l}=\beta\right)\right]=\frac{\mathbb{E}\left[H\left(X_{l}-\gamma\right) \Upsilon_{X_{l}}\left(G_{X_{t}}(\beta)\right)\right]}{\mathbb{E}\left[H\left(X_{l}-\gamma\right) \Upsilon_{X_{l}}(1)\right]}
$$

where

$$
\Upsilon_{X_{l}}\left(g\left(X_{t}\right)\right)=\frac{g\left(X_{t}\right)}{\sqrt{1-\rho^{2}} X_{l}}\left(\frac{1}{l} \int_{0}^{l} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}-\frac{1}{t-l} \int_{l}^{t} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}+1\right)
$$

where $H$ represents the Heaviside function.
Proof From Corollary 3.10, for any $\Psi \in C_{b}^{\infty}(\mathbb{R})$, we have

$$
\mathbb{E}\left[\Psi^{\prime}\left(X_{l}\right) G_{X_{t}}(\beta)\right]=\mathbb{E}\left[\Psi\left(X_{l}\right) \Upsilon_{X_{l}}\left(G_{X_{t}}(\beta)\right)\right]
$$

with

$$
\begin{gathered}
\mathbb{E}\left[G_{X_{t}}(\beta)\right]=\mathbb{E}\left[H\left(X_{l}-\gamma\right) \Upsilon_{X_{l}}\left(G_{X_{t}}(\beta)\right)\right] \\
=\mathbb{E}\left[H\left(X_{l}-\gamma\right) \frac{G_{X_{t}}(\beta)}{\sqrt{1-\rho^{2} X_{l}}}\left(\frac{1}{l} \int_{0}^{l} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}-\frac{1}{t-l} \int_{l}^{t} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}+1\right)\right]
\end{gathered}
$$

As in Theorem 3.8, we refer to Fournié et al. [12] to write

$$
\mathbb{E}\left[P_{t}\left(X_{t}, V_{t}\right) \mid\left(X_{l}=\gamma, V_{l}=\beta\right)\right]=\frac{\mathbb{E}\left[H\left(X_{l}-\gamma\right) \frac{G_{X_{t}}(\beta)}{\sqrt{1-\rho^{2}} X_{l}}\left(\frac{1}{l} \int_{0}^{l} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}-\frac{1}{t-l} \int_{l}^{t} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}+1\right)\right]}{\mathbb{E}\left[H\left(X_{l}-\gamma\right) \frac{1}{\sqrt{1-\rho^{2} X_{l}}}\left(\frac{1}{l} \int_{0}^{l} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}-\frac{1}{t-l} \int_{l}^{t} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}+1\right)\right]}
$$

where $G_{X_{t}}(\beta)$ is calculated using Theorem 3.8, and the Malliavin weights $\Upsilon_{X_{l}}\left(G_{X_{t}}(\beta)\right)$ and $\Upsilon_{X_{l}}(1)$ can be obtained from Corollary 3.10 for $\Psi$ equal to the Heaviside function. Hence, the square integrable weight $\Upsilon_{X_{l}}\left(G_{X_{t}}(\beta)\right)$ is defined as follows:

$$
\Upsilon_{X_{l}}\left(G_{X_{t}}(\beta)\right)=\frac{G_{X_{t}}(\beta)}{X_{l} \sqrt{1-\rho^{2}}}\left(\frac{1}{l} \int_{0}^{l} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}-\frac{1}{t-l} \int_{l}^{t} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}+1\right)
$$
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The same reasoning is adopted to calculate the square integrable weight $\Upsilon_{X_{l}}(1)$ :

$$
\Upsilon_{X_{l}}(1)=\frac{1}{X_{l} \sqrt{1-\rho^{2}}}\left(\frac{1}{l} \int_{0}^{l} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}-\frac{1}{t-l} \int_{l}^{t} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}+1\right)
$$

Example 3.12 For the $S A B R$ model where $r=0$ in (1.3) and $k_{V}=0$ in (1.2). we have

$$
V_{t}=V_{l} e^{\eta\left(W_{t}-W_{l}\right)}=V_{l} e^{\eta \Delta_{(t-l)}}=V_{0} e^{\eta \Delta_{t}} .
$$

Using Theorem 3.8, for any $\beta>0$ and any $0 \leq l \leq t$, we have

$$
\mathbb{E}\left[P\left(X_{t}, V_{t}\right) \mid V_{l}=\beta\right]=\frac{\mathbb{E}\left[H\left(V_{l}-\beta\right) \Upsilon_{V_{l}}\left(P\left(X_{t}, V_{t}\right)\right)\right]}{\mathbb{E}\left[H\left(V_{l}-\beta\right) \Upsilon_{V_{l}}(1)\right]}
$$

where

$$
\Upsilon_{V_{l}}\left(P\left(X_{t}, V_{t}\right)\right)=\frac{P\left(X_{t}, V_{t}\right)}{V_{l}}\left(1+\frac{r\left(\Delta_{(t-l)}\right)}{\eta}-\frac{r\left(\Delta_{l}\right)}{\eta}\right)
$$

and

$$
\Upsilon_{V_{l}}(1)=\frac{1}{V_{l}}\left(1+\frac{r\left(\Delta_{(t-l)}\right)}{\eta}-\frac{r\left(\Delta_{l}\right)}{\eta}\right) .
$$

Thus,

$$
\mathbb{E}\left[P\left(X_{t}, V_{t}\right) \mid V_{l}=\beta\right]=\frac{\mathbb{E}\left[H\left(V_{l}-\beta\right) \frac{P\left(X_{t}, V_{t}\right)}{V_{l}}\left(1+\frac{r\left(\Delta_{(t-l)}\right)}{\eta}-\frac{r\left(\Delta_{l}\right)}{\eta}\right)\right]}{\mathbb{E}\left[H\left(V_{l}-\beta\right) \frac{1}{V_{l}}\left(1+\frac{r\left(\Delta_{(t-l)}\right)}{\eta}-\frac{r\left(\Delta_{l}\right)}{\eta}\right)\right]} .
$$

Using Theorem 3.11, this leads to

$$
\mathbb{E}\left[P_{t}\left(X_{t}, V_{t}\right) \mid\left(X_{l}=\gamma, V_{l}=\beta\right)\right]=\frac{\mathbb{E}\left[H\left(X_{l}-\gamma\right) \Upsilon_{X_{l}}\left(G_{X_{t}}(\beta)\right)\right]}{\mathbb{E}\left[H\left(X_{l}-\gamma\right) \Upsilon_{X_{l}}(1)\right]}
$$

where

$$
\begin{aligned}
\Upsilon_{X_{l}}\left(G_{X_{t}}(\beta)\right)=\frac{1}{\sqrt{1-\rho^{2}} X_{l}} \frac{\mathbb{E}\left[H\left(V_{l}-\beta\right) \frac{P\left(X_{t}, V_{t}\right)}{V_{l}}\left(1+\frac{r\left(\Delta_{(t-l)}\right)}{\eta}-\frac{r\left(\Delta_{l}\right)}{\eta}\right)\right]}{\mathbb{E}\left[H\left(V_{l}-\beta\right) \frac{1}{V_{l}}\left(1+\frac{r\left(\Delta_{(t-l)}\right)}{\eta}-\frac{r\left(\Delta_{l}\right)}{\eta}\right)\right]} \\
\times\left(\frac{1}{l} \int_{0}^{l} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}-\frac{1}{t-l} \int_{l}^{t} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}+1\right)
\end{aligned}
$$

and

$$
\Upsilon_{X_{l}}(1)=\frac{1}{\sqrt{1-\rho^{2}} X_{l}}\left(\frac{1}{l} \int_{0}^{l} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}-\frac{1}{t-l} \int_{l}^{t} \frac{d W_{s}^{S}}{\sqrt{V_{s}}}+1\right)
$$

Example 3.13 (American option pricing) Let $0=t_{0}<t_{1}<\ldots<t_{n}=T$, be a discretization of the time interval $[0, T]$. The price of an American put option can be computed using the backward iterations

$$
\begin{cases}P_{T}= & \max \left\{K-S_{T}, 0\right\}, \\ P\left(S_{t_{k}}, V_{t_{k}}\right)= & \max \left\{\max \left\{K-S_{t_{k}}, 0\right),\right. \\ & \left.e^{-r \frac{T}{n}} \mathbb{E}\left[P_{t_{k+1}}\left(X_{t_{k+1}}, V_{t_{k+1}}\right) \mid X_{t_{k}}=\gamma, V_{t_{k}}=\beta\right\}\right\}, k=n-1, \ldots, 0 .\end{cases}
$$

The conditional expectation is then calculated using the Malliavin weights given in Theorem 3.11. Since no closed expression of the weights is available, they have to be approximated, using for instance Monte Carlo simulations.

## 4. Conclusion

We have explored the use of Malliavin calculus to develop expression of derivative continuation value, conditionally to the current stock price and volatility, the latter being not constant. More specifically, we were able to express such expectations in terms of Malliavin weights, allowing their use in financial derivatives as American options. The particularities of Malliavin calculus nevertheless limit its applicability, as revealed by the assumptions on the stochastic processes required by our developments. A future direction of research would be to explore to what extent we can alleviate them in order to obtain more general results, and if we can use our formulae as approximations when our assumptions do not hold. The efficiency of the method also has to be evaluated and compared to the alternative approaches. We plan to complete numerical experiments in a close future in the context of option pricing and Greeks computations, assessing the practical interest of Malliavin calculus, and if it allows to mitigate the limitations of alternative methods as regression and machine learning techniques. As the current work considers unidimensional processes uniquely, another extension would be to consider multidimensional processes, and how to take the dependencies into account in our computations.

## Acknowledgements

This work has been partly supported by the Deanship of Scientific Research at Jouf University under grant No DSR-2021-03-03140, awarded to Mohamed KHARRAT, and by the Natural Sciences and Engineering Research Council Discovery Grant 2017-05798 hold by Fabian BASTIN.

## References

[1] Abbas-Turki LA, Lapeyre B. American Options by Malliavin Calculus and Nonparametric Variance and Bias Reduction Methods. SIAM Journal on Financial Mathematics 2012; 3 (1): 479-510.
[2] Alòs E, Lorite DG. Malliavin Calculus in Finance Theory and Practice. Boca Raton, FL, USA: Taylor \& Francis, 2021.
[3] Alòs E, Shiraya K. Estimating the Hurst parameter from short term volatility swaps: a Malliavin calculus approach. Finance and Stochastics 2019; 23 (2): 423-447.
[4] Bally V, Caramellino L, Zanette A. Pricing and Hedging American Options by Monte Carlo Methods using a Malliavin Calculus Approach. Monte Carlo Methods and Applications 2005; 2 (11): 97-133.
[5] Benhamou É. Smart Monte Carlo: Various Tricks Using Malliavin Calculus. Quantitative Finance 2002; 5 (2): 329-336.
[6] Bouchard B, Ekeland I, Touzi N. On the Malliavin approach to Monte Carlo approximation of conditional expectations. Finance and Stochastics 2004; 8 (2): 45-71.
[7] Caramellino L, Zanette A. Monte Carlo methods for pricing and hedging American options in high dimension. Risk and Decision Analysis 2011; 2 (4): 207-220.
[8] Da Prato G, Lunardi A, Tubaro L. Malliavin calculus for non-Gaussian differentiable measures and surface measures in Hilbert spaces. Transactions of the American Mathematical Society 2018; 370 (8): 5795-5842.
[9] Decreusefonda L, Halconruya H. Malliavin and Dirichlet structures for independent random variables. Stochastic Processes and their Applications 2019; 129 (8): 2611-2653.
[10] Fouque JP, Papanicolaou G, Ronnie SK. Derivatives in Financial Markets with Stochastic Volatility. Cambridge, United Kingdom: Cambridge University Press, 2000.
[11] Fournié E, Lasry JM, Lebuchoux J, Lions PL. Applications of Malliavin Calculus to Monte Carlo Methods in Finance. Finance and Stochastics 1999; 3 (4): 391-412.
[12] Fournié E, Lasry JM, Lebuchoux J, Lions PL. Applications of Malliavin Calculus to Monte Carlo Methods in Finance II. Finance and Stochastics 2001; 5 (2): 201-236.
[13] Hagan PS, Kumar D, Lesniewski A, Woodward DE. Managing Smile Risk. Wilmott Magazine 2002; September: 84-108.
[14] Hauseux P, Hale JS, Bordas SPA. Calculating the Malliavin derivative of some stochastic mechanics problems. Plos One 2017; 12 (12): 1-18.
[15] Heston SL. Closed form solution for options with stochastic volatility with application to bonds and currency options. The Review of Financial Studies 1993; 6 (2): 327-343.
[16] Jäckel P. Stochastic volatility models: Past, present and future. The Best of Wilmott I: Incorporating the Quantitative Finance Review. Chichester, United Kingdom: John Wiley and Sons 2004; pp. 379-390.
[17] Kharrat M. Pricing American put option using Malliavin derivatives under stochastic volatility. Revista de la Unión Matemática Argentina 2019; 60 (1): 137-147.
[18] Laukkarinen E. Malliavin smoothness on the Lévy space with Hölder continuous or BV functionals. Stochastic Processes and their Applications 2020; 130 (8): 4766-4792.
[19] Léandre R. Malliavin calculus of Bismut type for an operator of order four on a Lie group. Journal of PseudoDifferential Operators and Applications 2018; 9 (2): 419-430.
[20] Levajković T, Seleši D. Malliavin calculus for generalized and test stochastic processes. Filomat 2017; 31 (13): 4231-4259.
[21] Malliavin P. Stochastic calculus of variations and hypoelliptic operators. In Proceedings of the International Symposium on Stochastic Differential Equations; Kyoto, Japan; 1978. Wiley and Sons, New York, NY, USA. pp. 195-263.
[22] Mancino ME, Nonparametric Malliavin-Monte Carlo Computation of Hedging Greeks. Risks 2020; 8 (4): 1-17.
[23] Pascucci A. PDE and Martingale Methods in Option Pricing. Milan, Italy: Springer-Verlag, 2010.
[24] Saporito YF. Pricing Path-Dependent Derivatives under Multiscale Stochastic Volatility Models: A Malliavin Representation. SIAM Journal on Financial Mathematics 2020; 11 (3): 14-25.
[25] Skorokhod AV. On a generalization of the stochastic integral. Theory of Probability and Its Applications 1975; 20 (2): 219-233.
[26] Stein EM, Stein JC. Stock Price Distributions with Stochastic Volatility: An Analytic Approach. Review of Financial Studies 1991; 4; 727-752.
[27] Vasicek O. An Equilibrium Characterization of the Term Structure. Journal of Financial Economics 1977; 5 (2): 177-188.
[28] Yamada T. An Arbitrary High Order Weak Approximation of SDE and Malliavin Monte Carlo: Analysis of Probability Distribution Functions. SIAM Journal on Numerical Analysis 2019; 57 (2): 563-591.

## KHARRAT and BASTIN/Turk J Math

[29] Yamada T, Yamamoto K. A second-order discretization with Malliavin weight and quasi-Monte Carlo method for option pricing. Quantitative Finance 2020; 20 (11): 1825-1837.


[^0]:    *Correspondence: mkharrat@ju.edu.sa
    2010 AMS Mathematics Subject Classification: 91Gxx, 60Gxx

