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1. Introduction
The sequence spaces play important roles in summability theory, a wide field of mathematics, which have several
applications in approximation theory, calculus, and essentially in functional analysis. The classical theory deals
with the generalization of the concept of convergence for sequences and series. The aim is to assign a limit for
nonconvergent sequences and series by making use of an operator defined by infinite matrices. The reason why
matrices are used for a general linear operator is that a linear operator from a sequence space to another one
can be given by an infinite matrix. A large literature has grown up concerned with characterizing completely all
matrices which transform one given sequence space into another, and also, many sequence spaces and related
matrix operators have been studied by several authors (see, [1, 3–14, 16, 21, 27]). In a more recent paper
[23], the Banach space |Tφ|k of absolutely k -summable series with an arbitrary triangle matrix T has been
introduced and some matrix operators on this space have been investigated by Sarıgöl and Agarwal.

In the present paper, we characterize matrix and compact operators from the space |Tφ|k , 1 ≤ k < ∞,

to the classical spaces c0, c and l∞ , by determining certain identities or estimates for operator norms and the
Hausdorff measure of noncompactness.

Firstly we recall some known concepts. A vector subspace of ω, the space of all sequences of real or
complex numbers, is called a sequence space. In this respect, c0, c and l∞ are examples of sequence spaces,
which stand for the sets of all null, convergent and bounded sequences, respectively. Also, bs and cs represent
the spaces of all bounded and convergent series, respectively.

Let Λ,Γ be two sequence spaces and U = (unv) be an infinite matrix of complex numbers. The transform
U(λ) of a sequence λ = (λv) ∈ ω is given by the usual matrix product and its terms are written as

Un(λ) =

∞∑
v=0

unvλv,
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provided that the series converges for all n ≥ 0. If U(λ) ∈ Γ for all λ ∈ Λ , then, U is a matrix operator from
Λ into Γ , and the collection of all such infinite matrices is denoted by (Λ,Γ) .

Let Λ be a normed space. Then, the unit sphere SΛ in Λ is stated by

SΛ = {λ ∈ Λ : ∥λ∥ = 1} .

If Λ and Γ are Banach spaces, then the set B(Λ,Γ) of all bounded (continuous) linear operators L from
Λ to Γ is a Banach space according to the norm

∥L∥ = sup
λ∈SΛ

∥L(λ)∥Γ .

Also, the operator L is called compact if its domain is all of Λ and the sequence (L(λn)) has a convergent
subsequence in the space Γ for each bounded sequence (λn) in Λ. The set of such compact operators is denoted
by C(Λ,Γ) .

If u ∈ ω and Λ ⊃ Φ is a BK -space, Banach space on which all coordinate functionals pn(λ) = λn are
continuous for all n , then

∥u∥∗Λ = sup
λ∈SΛ

∣∣∣∣∣
∞∑
k=0

ukλk

∣∣∣∣∣
where Φ is the set of all finite sequences.

The domain of an infinite matrix U in the sequence space Λ and the β -dual of Λ are, respectively,
defined by

ΛU = {λ = (λn) ∈ ω : U(λ) ∈ Λ}

and

Λβ =

{
u = (uv) :

∞∑
v=0

uvλv converges for all λ = (λv) ∈ Λ

}
.

A triangle matrix T = (tnv) is stated as tnn ̸= 0 for all n and tnv = 0 for n < v .
Throughout the paper, let T denote an arbitrary infinite triangle matrix of complex numbers and

φ = (φn) be a sequence of positive constants. Also, k∗ is the conjugate of k , i.e. 1/k + 1/k∗ = 1 for
k > 1 , and 1/k∗ = 0 for k = 1 .

Let
∑

λn be an infinite series with its partial sum s = (sn) . The series
∑

λv is said to be summable
|U,φn|k , 1 ≤ k < ∞, if (see [25])

∞∑
n=0

φk−1
n |∆Un(s)|k < ∞, (1.1)

where ∆Un(s) = Un(s)− Un−1(s), U−1(s) = 0.

In a more recent paper [23], the space |Tφ|k (|Tφ|1 = |Tφ|) has been defined by the set of all series
summable by |T, φn|k , i.e. the set of sequences (λv) satisfying

∞∑
n=0

φk−1
n

∣∣∣∣∣
n∑

v=0

{
n∑

r=v

(tnr − tn−1,r)

}
λv

∣∣∣∣∣
k

< ∞
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where T is a triangle matrix. Also, note that, according to notion of domain, |Tφ|k = (lk)T̃ , i.e.

|Tφ|k =

{
λ = (λn) ∈ ω :

∞∑
n=0

∣∣∣T̃n(λ)
∣∣∣k < ∞

}
,

where the matrices T̃ , T̂ and T̄ are given by

t̃nv =

{
φ
1/k∗

n t̂nv, 0 ≤ v ≤ n
0, v > n,

(1.2)

t̄nv =

n∑
i=v

tni, t̂nv = t̄nv − t̄n−1,v, (t̄n−1,n = 0). (1.3)

On other hand, since each triangle matrix has a unique inverse [28], the triangle matrices T̃ , T̂ and T̄ have the
inverses stated by

t̃−1
nv = φ

−1
k∗
v t̂−1

nv , t̄−1
nv = t−1

nv − t−1
n−1,v, t−1

−1,0 = 0. (1.4)

However, since T̂ = E ◦ T̄ , it follows that
(
T̂
)−1

= T̄−1 ◦ E−1, i.e.

(
t̂
)−1

nv
=


n∑

i=v

(t−1
ni − t−1

n−1,i), 0 ≤ v ≤ n

0, v > n,
(1.5)

where En(λ) = λn − λn−1, λ−1 = 0 for n ≥ 0.

We require the following lemmas in proving our theorems:

Lemma 1.1 [23] Let 1 ≤ k < ∞ . The space |Tφ|k is a BK -space with the norm ∥λ∥|Tφ|k
=
∥∥∥T̃ (λ)∥∥∥

lk
. Also,

|Tφ|k is linearly isomorphic to the space lk .

Lemma 1.2 [17] Let Λ and Γ be two arbitrary BK -spaces. Then,
(a) (Λ,Γ) ⊂ B (Λ,Γ) , i.e. every matrix U ∈ (Λ,Γ) defines an operator LU ∈ B (Λ,Γ) by LU (λ) = U(λ) for
all λ ∈ Λ.

(b) If Λ has AK property, then B (Λ,Γ) ⊂ (Λ,Γ) , i.e. for every operator L ∈ B (Λ,Γ) there exists a matrix
U ∈ (Λ,Γ) such that L (λ) = U(λ) for all λ ∈ Λ.

Lemma 1.3 [19] Let T be a triangle. Then, we have

(a) For Λ,Γ ⊂ ω , U ∈ (Λ,ΓT ) if and only if B = TU ∈ (Λ,Γ) .

(b) If Λ and Γ are BK -spaces and U ∈ (Λ,ΓT ) , then ∥LU∥ = ∥LB∥ .

Lemma 1.4 [26] The following statements hold:
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1. U ∈ (l, c) ⇔ (i) lim
n

unv exists for all v ≥ 0, (ii) sup
n,v

|unv| < ∞ and U ∈ (l, l∞) ⇔ (ii) holds.

2. For 1 < k < ∞, then, U ∈ (lk, c) ⇔ (i)holds, (iii) sup
n

∞∑
v=0

|unv|k
∗
< ∞ and U ∈ (lk, l∞) ⇔ (iii) holds.

3. U ∈ (l, c0) ⇔ (iv) lim
n

unv = 0 for all v ≥ 0, (ii) hold.

4. For 1 < k < ∞, then, U ∈ (lk, c0) ⇔ (iii) and (iv) hold.

Lemma 1.5 [19] Let 1 < k < ∞ and k∗ denote the conjugate of k . Then, we have lβk = lk∗ , lβ∞ = cβ = cβ0 = l

and lβ = l∞ . Also, Λ ∈ {l∞, c, c0, l, lk} , then, for all u ∈ Λβ ,

∥u∥∗Λ = ∥u∥Λβ

where ∥.∥Λβ is the natural norm on the dual space Λβ .

Lemma 1.6 [2] Let Λ ⊃ Φ be a BK -space and Γ ∈ {ℓ∞, c, c0} . If U ∈ (Λ,Γ) , then we have

∥LU∥ = ∥U∥(Λ,l∞) = sup
n

∥Un∥∗Λ < ∞.

2. Hausdorff measure of noncompactness

If H and R are subsets of a metric space (Λ, d) and, for every r ∈ R , there exists an h ∈ H such that
d(r, h) < ε then, H is called an ε -net of R ; if H is finite, then the ε -net H of R is called a finite ε -net of
R . Let Q be a bounded subset of the metric space Λ . Then the Hausdorff measure of noncompactness of Q is
defined by

χ (Q) = inf {ε > 0 : Q has a finite ε− net in Λ} ,

and χ is called the Hausdorff measure of noncompactness.
The linear operator L : Λ → Γ is said to be (χ1, χ2) - bounded if L(Q) is a bounded subset of Γ and

there exists a positive constant M such that χ2 (L(Q)) ≤ Mχ1 (Q) for every bounded subset Q of Λ , where
χ1 and χ2 are Hausdorff measures on Λ and Γ. Also, the number

∥L∥(χ1,χ2)
= inf {M > 0 : χ2 (L(Q)) ≤ Mχ1 (Q) for all bounded sets Q ⊂ Λ}

is called the (χ1, χ2) -measure noncompactness of L . In particular, ∥L∥(χ,χ) = ∥L∥χ .

Also, the following lemmas play important roles in our results.

Lemma 2.1 [15] L ∈ B(Λ,Γ) and SΛ be the unit sphere in Λ . Then,

∥L∥χ = χ (L (SΛ)) ,

L is compact iff ∥L∥χ = 0.

Lemma 2.2 [18] Let Λ be a normed sequence space, T = (tnv) be an infinite triangle matrix, χT and χ denote
the Hausdorff measures of noncompactness on MΛT

and MΛ , the collections of all bounded sets in ΛT and Λ ,
respectively. Then, χT (Q) = χ(T (Q)) for all Q ∈ MΛT

.
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Lemma 2.3 [22] Let Λ , containing all finite sequences, be a BK -space with AK or Λ = l∞ . If U ∈ (Λ, c) ,
then we have

lim
n→∞

unk = αk exists for all k,

α = (αk) ∈ Λβ ,

sup
n

∥Un − α∥∗Λ < ∞,

lim
n→∞

Un(λ) =

∞∑
k=0

αkλk for every λ = (λk) ∈ Λ.

Lemma 2.4 [22] Let Λ , containing all finite sequences, be a BK-space. Then, we have
(a) If U ∈ (Λ, c0) , then

∥LU∥χ = lim
r→∞

(
sup
n>r

∥Un∥∗Λ

)
.

(b) If Λ has AK or Λ = l∞ and U ∈ (Λ, c) , then

1
2 lim
r→∞

(
sup
n≥r

∥Un − α∥∗Λ

)
≤ ∥LU∥χ ≤ lim

r→∞

(
sup
n≥r

∥Un − α∥∗Λ

)

where α = (αk) is defined by αk = lim
n→∞

unk , for all n ∈ N .

(c) If U ∈ (Λ, l∞) , then

0 ≤ ∥LU∥χ ≤ lim
r→∞

(
sup
n>r

∥Un∥∗Λ

)
.

3. Matrix and compact operators on space |Tφ|k

In this section, computing operator norms we characterize the classes of infinite matrices
(
|Tφ|k , c0

)
,
(
|Tφ|k , c

)
,(

|Tφ|k , l∞
)

and also C
(
|Tφ|k , c0

)
, C
(
|Tφ|k , c

)
, C
(
|Tφ|k , l∞

)
, 1 ≤ k < ∞. Then, we determine certain identities

or estimates for the Hausdorff measures of noncompactness for these matrices.
We begin with a lemma providing ease in calculations.

Lemma 3.1 Let 1 < k < ∞ . Then,

(i) If u = (uv) ∈
{
|Tφ|k

}β , then, ũ(k) = (ũ
(k)
v ) ∈ lk∗

(ii) If u = (uv) ∈ {|Tφ|}β , then, ũ(1) = (ũ
(1)
v ) ∈ l∞

and, the equality
∞∑
v=0

uvλv =

∞∑
v=0

ũ(k)
v yv (3.1)

for all λ ∈ |Tφ|k (or λ ∈ |Tφ|) holds, where y = T̃ (λ) and

ũ(k)
v = φ−1/k∗

v

∞∑
j=v

t̂−1
jv uj .
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Proof (i) Let u = (uv) ∈
{
|Tφ|k

}β . By the inverse mapping of T̃ , Equation (3.1) is obtained at once. Also,

it follows from Lemma 1.5 that ũ(k) ∈ lk∗ whenever u ∈
{
|Tφ|k

}β , which complete the proof.
The proof of (ii) is left to the reader. 2

Lemma 3.2 Let 1 < k < ∞ . Then, we have ∥u∥∗|Tφ|k
=
∥∥ũ(k)

∥∥
lk∗

for all u ∈
{
|Tφ|k

}β and ∥u∥∗|Tφ| =
∥∥ũ(1)

∥∥
∞

for all u ∈ {|Tφ|}β .

Proof Let u ∈
{
|Tφ|k

}β . It is seen from Lemma 3.1 that ũ(k) ∈ lk∗ . Also, by considering Lemma 1.5 and
Lemma 3.1, we have

∥u∥∗|Tφ|k
= sup

λ∈S|Tφ|k

∣∣∣∣ ∞∑
v=0

uvλv

∣∣∣∣ = sup
y∈Slk

∣∣∣∣ ∞∑
v=0

ũ
(k)
v yv

∣∣∣∣ = ∥∥ũ(k)
∥∥∗
lk

=
∥∥ũ(k)

∥∥
lk∗

.

The proof is similar for u ∈ {|Tφ|}β . So it is left to the reader. 2

Theorem 3.3 Let 1 ≤ k < ∞ , Λ be arbitrary sequence space and U = (unv) be an infinite matrix of complex
numbers. Further, let the infinite matrix B = (bnj) be defined by

bnj = φ1/k∗

n

n∑
v=0

t̂nvuvj . (3.2)

Then, U ∈
(
Λ, |Tφ|k

)
if and only if B ∈ (Λ, lk) .

Proof Let λ ∈ Λ . Then, it follows from (3.2) that

∞∑
j=0

bnjλj = φ
1/k∗

n

n∑
v=0

t̂nv
∞∑
j=0

uvjλj =
n∑

v=0
t̃nv

∞∑
j=0

uvjλj ,

which implies that Bn(λ) = T̃n(U(λ)) . This gives that U(λ) ∈ |Tφ|k for all λ ∈ Λ if and only if B(λ) ∈ lk for
all λ ∈ Λ . So, the proof of the theorem is completed. 2

Theorem 3.4 Let 1 ≤ k < ∞ and U = (unv) be an infinite matrix of complex numbers. Further let Λ be any
sequence space. Then, U ∈

(
|Tφ|k ,Λ

)
if and only if

V (n) ∈ (lk, c) for all n ≥ 0

and
Ũ (k) ∈ (lk,Λ) ,

where the matrices V (n) and Ũ are given by

ũ
(k)
nj = φ

−1/k∗

j

∞∑
v=j

t̂−1
vj unv
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and

v
(n)
mj =

 φ
−1/k∗

j

m∑
v=j

t̂−1
vj unv, 0 ≤ j ≤ m

0, j > m.

Proof Let U ∈
(
|Tφ|k ,Λ

)
. Take λ ∈ |Tφ|k . Since |Tφ|k = (lk)T̃ and y = T̃ (λ) , it is immediately obtained

that, for n,m ≥ 0 ,
m∑
j=0

unjλj =

m∑
j=0

v
(n)
mj yj . (3.3)

Hence, Uλ is well defined for all λ ∈ |Tφ|k if and only if V (n) ∈ (lk, c) . Also, letting m → ∞ , (3.3) gives that

Uλ = Ũ (k)y . Since Uλ ∈ Λ , Ũ (k)y is in Λ . So, Ũk ∈ (lk,Λ) .

Conversely, let V (n) ∈ (lk, c) and Ũ (k) ∈ (lk,Λ) . Then, by (3.3), it is seen that Un ∈
{
|Tφ|k

}β for all n ,

which gives that Uλ exists. Also, by Ũ (k) ∈ (lk,Λ) and (3.3), letting m → ∞ implies U ∈
(
|Tφ|k ,Λ

)
. 2

Now, we list the following conditions and the tables:

1. lim
n→∞

ũ
(k)
nv exists for all v ∈ N

2. lim
n→∞

ũ
(k)
nv = 0 for all v ∈ N

3. sup
n

∞∑
v=0

∣∣∣ũ(k)
nv

∣∣∣k∗

< ∞

4. sup
n,v

∣∣∣ũ(k)
nv

∣∣∣ < ∞

5. sup
m,v

∣∣∣∣ m∑
r=v

unr t̃
−1
rv

∣∣∣∣ < ∞, for all n ∈ N

6. sup
m

∞∑
v=0

∣∣∣∣ m∑
r=v

unr t̃
−1
rv

∣∣∣∣k∗

< ∞, for all n ∈ N

7.
∞∑
r=v

unr t̃
−1
rv exists for all v, n ∈ N

Table 1. Characterizations of the matrix class from |Tφ|k to {l∞, c0, c} (1 < k < ∞) .

From to c c0 l∞

|Tφ|k 1,3,6,7 2,3,6,7 3,6,7
|Tφ| 1,4,5,7 2,4,5,7 4,5,7

By Theorem 3.4, we have the followings.

Theorem 3.5 Let 1 < k < ∞ and U be an infinite matrix. Then, Table 1 gives us necessary and sufficient
conditions for U ∈ (|Tφ|k ,Λ) or U ∈ (|Tφ| ,Λ) , where Λ ∈ {c, c0, l∞} .
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Table 2. Characterizations of the matrix class from |Tφ|k to {cs, bs} .

From to cs bs

|Tφ|k 1,3,6,7 3,6,7
|Tφ| 1,4,5,7 4,5,7

Take the matrix D = (dnj) as

dnj =

{
1, 0 ≤ j ≤ n
0, j > n.

Then, since bs = {l∞}D and cs = {c}D , the matrix classes
(
|Tφ|k ,Λ

)
can be characterized as follows, where

Λ ∈ {cs, bs} with Lemma 1.3.

Corollary 3.6 Put u(n, v) =
n∑

j=0

ujv instead of unv in the above conditions. Then, Table 2 gives us necessary

and sufficient conditions for U ∈ (|Tφ|k ,Λ) or U ∈ (|Tφ| ,Λ), where Λ ∈ {cs, bs} .

Theorem 3.7 Let 1 < k < ∞ and Λ ∈ {c0, c, l∞} . Then, for U ∈
(
|Tφ|k ,Λ

)
,

∥LU∥ = sup
n

∥∥∥Ũ (k)
n

∥∥∥
lk∗

= sup
n

 ∞∑
j=0

∣∣∣ũ(k)
nj

∣∣∣k∗
1/k∗

,

and, for U ∈ (|Tφ| ,Λ) ,

∥LU∥ = sup
n

∥∥∥Ũ (1)
n

∥∥∥
l∞

= sup
n,j

∣∣∣ũ(1)
nj

∣∣∣ .
Proof The proof of the theorem is obtained from Lemma 1.6 and Lemma 3.2. 2

Theorem 3.8 Let 1 < k < ∞ and U be an infinite matrix. Then,
(a) If U ∈

(
|Tφ|k , c0

)
, then

∥LU∥χ = lim sup
n→∞

∥∥∥Ũ (k)
n

∥∥∥
lk∗

= lim sup
n→∞

 ∞∑
j=0

∣∣∣ũ(k)
nj

∣∣∣k∗
1/k∗

,

and

LU is compact if and only if lim sup
n→∞

∞∑
j=0

∣∣∣ũ(k)
nj

∣∣∣k∗

= 0.

(b) If U ∈
(
|Tφ|k , c

)
, then

1
2 lim sup

n→∞

(
∞∑
j=0

∣∣∣ũ(k)
nj − αj

∣∣∣k∗
)1/k∗

≤ ∥LU∥χ ≤ lim sup
n→∞

(
∞∑
j=0

∣∣∣ũ(k)
nj − αj

∣∣∣k∗
)1/k∗
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and LU is compact if and only if lim sup
n→∞

∞∑
j=0

∣∣∣ũ(k)
nj − αj

∣∣∣k∗

= 0, where αj = lim
n→∞

ũ
(k)
nj , for all j ∈ N .

(c) If U ∈
(
|Tφ|k , l∞

)
, then

0 ≤ ∥LU∥χ ≤ lim sup
n→∞

 ∞∑
j=0

∣∣∣ũ(k)
nj

∣∣∣k∗
1/k∗

,

and if lim sup
n→∞

∞∑
j=0

∣∣∣ũ(k)
nj

∣∣∣k∗

= 0 , then LU is compact.

Proof To avoid repetition, only the proof of the part (b) is given and the proofs of the others are left to the
reader.

(b) Let U ∈
(
|Tφ|k , c

)
. To compute the Hausdorff measure of noncompactness of LU , take the unit

sphere S|Tφ|k in the space |Tφ|k . It is written from Lemma 2.1 that

∥LU∥χ = χ(US|Tφ|k).

Since |Tφ|k ∼= lk, U ∈
(
|Tφ|k , c

)
if and only if Ũ (k) ∈ (lk, c) , and so

∥LU∥χ = χ(US|Tφ|k) = χ(Ũ (k)T̃ S|Tφ|k)

= ∥LŨ(k)∥χ

which implies, by Lemma 2.4,

1

2
lim
r→∞

(
sup
n≥r

∥∥∥Ũ (k)
n − α

∥∥∥∗
lk

)
≤ ∥LU∥χ ≤ lim

r→∞

(
sup
n≥r

∥∥∥Ũ (k)
n − α

∥∥∥∗
lk

)
, (3.4)

where αj = lim
n→∞

ũ
(k)
nj , for all j ≥ 0.

By Lemma 1.5,
∥∥∥Ũ (k)

n − α
∥∥∥∗
lk

=
∥∥∥Ũ (k)

n − α
∥∥∥
lk∗

. The last equality completes the first part of the proof of

(b) with (3.4). Also, the compactness of LU is immediate by Lemma 2.1, which completes the proof of (b). 2

Also, by following the above lines, we have the following theorems.

Theorem 3.9 (a) If U ∈ (|Tφ| , c0) . Then

∥LU∥χ = lim sup
n→∞

∥∥∥Ũ (1)
n

∥∥∥
l∞

= lim sup
n→∞

sup
j

∣∣∣ũ(1)
nj

∣∣∣ ,
and

LU is compact if and only if lim sup
n→∞

sup
j

∣∣∣ũ(1)
nj

∣∣∣ = 0.

(b) If U ∈ (|Tφ| , c) , then

1
2 lim sup

n→∞
sup
j

∣∣∣ũ(1)
nj − αj

∣∣∣ ≤ ∥LU∥χ ≤ lim sup
n→∞

sup
j

∣∣∣ũ(1)
nj − αj

∣∣∣
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and

LU is compact if and only if lim sup
n→∞

sup
j

∣∣∣ũ(1)
nj − αj

∣∣∣ = 0 where αj = lim
n→∞

ũ
(1)
nj , for all j ∈ N .

(c) If U ∈ (|Tφ| , l∞) , then

0 ≤ ∥Lu∥χ ≤ lim sup
n→∞

sup
j

∣∣∣ũ(1)
nj

∣∣∣ ,
and

LU is compact if lim sup
n→∞

sup
j

∣∣∣ũ(1)
nj

∣∣∣ = 0.

4. Applications
In this section, we give some consequences and applications of our theorems. For simplicity of notation, in what
follows, we use the following:

σnv = ∆unv
Pv

pv
+ un,v+1, ηiv =

i∑
j=v

Ci−jPj , Ωiv =
A−λ−1

i−v

iAµ
i

Aλ+µ
v .

If we take the weighted mean matrix instead of T = (tnv) , i.e. tnv = pv/Pn for 0 ≤ v ≤ n , otherwise tnv = 0 ,
then, it is clearly seen that the space |Tφ|k is reduced to

∣∣∣Nφ

p

∣∣∣
k
=

a = (av) :

∞∑
n=1

φk−1
n

∣∣∣∣∣ pn
PnPn−1

n∑
v=1

Pv−1av

∣∣∣∣∣
k

< ∞

 ,

which is studied by Sarıgöl and Mohapatra [20] and Sarıgöl [24]. Thus, the following results follow from Theorem
3.5, Theorem 3.7 and Theorem 3.8.

Corollary 4.1 Let 1 < k < ∞ . Then,
a-) U ∈ (

∣∣N̄φ
p

∣∣
k
, c0) iff, for all j ,

lim
n→∞

φv
−1/k∗

σnv = 0 for all v (4.1)

sup
n

∞∑
v=0

1

φv
|σnv|k

∗
< ∞ (4.2)

sup
m

{
1

φv

m−1∑
v=0

|σjv|k
∗
+

1

φm

∣∣∣∣ujm
Pm

pm

∣∣∣∣k∗}
< ∞ (4.3)

hold. Also,

∥LU∥χ = lim sup
n→∞

( ∞∑
v=0

∣∣∣φv
−1/k∗

σnv

∣∣∣k∗
)1/k∗

and U ∈ C(
∣∣N̄φ

p

∣∣
k
, c0) if and only if lim sup

n→∞

∞∑
v=0

∣∣φv
−1/k∗

σnv

∣∣k∗

= 0.
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b-) U ∈ (
∣∣N̄φ

p

∣∣
k
, c) iff (4.2), (4.3) hold and

lim
n→∞

φv
−1/k∗

σnv exists for all v.

Moreover,

1
2 lim sup

n→∞

( ∞∑
v=0

∣∣∣φv
−1
k∗ σnv − αv

∣∣∣k∗)1/k∗

≤ ∥LU∥χ ≤ lim sup
n→∞

( ∞∑
v=0

∣∣∣φv
−1
k∗ σnv − αv

∣∣∣k∗)1/k∗

,

and U ∈ C(
∣∣N̄φ

p

∣∣
k
, c0) if and only if lim sup

n→∞

∞∑
v=0

∣∣φv
−1/k∗

σnv − αv

∣∣k∗

= 0 where αv = lim
n→∞

φv
−1
k∗ σnv .

c-) U ∈ (
∣∣N̄φ

p

∣∣
k
, l∞) iff (4.2), (4.3) hold and,

0 ≤ ∥LU∥χ ≤ lim sup
n→∞

( ∞∑
v=0

∣∣∣φv
−1/k∗

σnv

∣∣∣k∗
)1/k∗

also, if lim sup
n→∞

∞∑
v=0

∣∣φv
−1/k∗

σnv

∣∣k∗

= 0 , then U ∈ C(
∣∣N̄φ

p

∣∣
k
, l∞) .

Proof Prove only the part (a). Take the weighted mean matrix instead of T in Theorem 3.5, Theorem
3.8. Then, the conditions 1,3,6,7 (see Table 1) are reduced to the conditions (4.1),(4.2) and (4.3), the measure
noncompactness of LA is easily obtained since

Pv

pv
unv −

Pv−1

pv
un,v+1 = ∆unv

Pv

pv
+ un,v+1 = σnv

where ∆unv = unv − un,v+1 when U ∈ (
∣∣N̄φ

p

∣∣
k
, c0) . 2

Corollary 4.2 Let 1 < k < ∞ and Λ ∈ {c0, c, l∞} . Then, for U ∈
(∣∣N̄φ

p

∣∣
k
,Λ
)
,

∥LU∥ = sup
n

( ∞∑
v=0

∣∣∣φv
−1/k∗

σnv

∣∣∣k∗
)1/k∗

,

and, for U ∈
(∣∣N̄φ

p

∣∣ ,Λ) ,
∥LU∥ = sup

n,v
|σnv| .

Also, if we take the Nörlund matrix instead of T , i.e.

tnv =

{
pn−v/Pn, 0 ≤ v ≤ n

0, v > n,

then the space |Tφ|k is reduced to the absolute Nörlund series space

∣∣Nφ
p

∣∣
k
=

a ∈ ω :

∞∑
n=1

φk−1
n

∣∣∣∣∣
n∑

v=1

(
Pn−v

Pn
− Pn−v−1

Pn−1

)
av

∣∣∣∣∣
k

< ∞
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studied by Hazar and Sarıgöl [10]. So Theorem 3.5, Theorem 3.7 and Theorem 3.8 are reduced to the following
results.

Corollary 4.3 Assume that 1 < k < ∞, (cn) is a sequence satisfying c0P0 = 1, c1P1 + c2P2 + ...cnPn = 0 and
Cn = cn − cn−1 . Then,

a) U ∈ (
∣∣Nφ

p

∣∣
k
, c0) iff

lim
n→∞

φv
−1/k∗

∞∑
i=v

ηivuni = 0 for all v (4.4)

sup
n

∞∑
v=0

1

φv

∣∣∣∣∣
∞∑
i=v

ηivuni

∣∣∣∣∣
k∗

< ∞ (4.5)

∞∑
i=v

ηivuni exists for all n, v (4.6)

sup
m


m∑

v=0

1

φv

∣∣∣∣∣
m∑
i=v

ηivuni

∣∣∣∣∣
k∗ < ∞, for all n. (4.7)

Also,

∥U∥χ = lim sup
n→∞

 ∞∑
v=0

1

φv

∣∣∣∣∣
∞∑
i=v

ηivuni

∣∣∣∣∣
k∗1/k∗

and U ∈ C(
∣∣Nφ

p

∣∣
k
, c0) if and ony if lim sup

n→∞

∞∑
v=0

1
φv

∣∣∣∣ ∞∑
i=v

ηivuni

∣∣∣∣k∗

= 0 .

b) U ∈ (
∣∣Nφ

p

∣∣
k
, c) iff (4.5), (4.6), (4.7) hold and

lim
n→∞

φv
−1/k∗

∞∑
i=v

ηivuni exists for all v.

Further,

1
2 lim sup

n→∞

(
∞∑
v=0

∣∣∣∣φv
−1
k∗

∞∑
i=v

ηivuni − αv

∣∣∣∣k∗)1/k∗

≤ ∥LU∥χ ≤ lim sup
n→∞

(
∞∑
v=0

∣∣∣∣φv
−1
k∗

∞∑
i=v

ηivuni − αv

∣∣∣∣k∗)1/k∗

and U ∈ C(
∣∣Nφ

p

∣∣
k
, c0) if and only if lim sup

n→∞

∞∑
v=0

∣∣∣∣φv
−1
k∗

∞∑
i=v

ηivuni − αv

∣∣∣∣k∗

= 0, where αv = lim
n→∞

φv
−1
k∗

∞∑
i=v

ηivuni .

c) U ∈ (
∣∣Nφ

p

∣∣
k
, l∞) iff (4.5), (4.6), (4.7) hold and

0 ≤ ∥LU∥χ ≤ lim sup
n→∞

 ∞∑
v=0

∣∣∣∣∣φv
−1
k∗

∞∑
i=v

ηivuni

∣∣∣∣∣
k∗1/k∗

.
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Moreover, if lim sup
n→∞

∞∑
v=0

∣∣∣∣φv
−1
k∗

∞∑
i=v

ηivuni

∣∣∣∣k∗

= 0 , then U ∈ C(
∣∣Nφ

p

∣∣
k
, l∞) .

Corollary 4.4 Let 1 < k < ∞ and X ∈ {c0, c, l∞} . Then, for U ∈
(∣∣Nφ

p

∣∣
k
, X
)
,

∥LU∥ = sup
n

 ∞∑
v=0

1

φv

∣∣∣∣∣
∞∑
i=v

ηivuni

∣∣∣∣∣
k∗1/k∗

and, for U ∈
(∣∣Nφ

p

∣∣ , X) ,
∥LU∥ = sup

n,v

∣∣∣∣∣
∞∑
i=v

ηivuni

∣∣∣∣∣ .
Now, consider the generalized Cesaro matrix Tλ,µ = (tλ,µnv ) defined by

tλ,µnv =


1, n, v = 0

n1/k∗ Aλ−1
n−vA

µ
v

Aλ+µ
n

, 1 ≤ v ≤ n

0, v > n

where λ+ µ ̸= −1,−2,

Aλ
n =

(λ+ 1)(λ+ 2)...(λ+ n)

n!
,

Aλ
0 = 1, Aλ

−n = 0, n ≥ 1.

If we take Tλ,µ = (tλ,µnv ) instead of the matrix T with φn = n for all n , then |Tφ|k = |Cλ,µ|k and so the
following results given by Güleç [8] are immediately obtained:

Corollary 4.5 Let 1 < k < ∞ . Then,
a) U ∈ (|Cλ,µ|k , c0) iff

lim
n→∞

∞∑
i=v

v1/kΩivuni = 0 for all v (4.8)

sup
n

∞∑
v=1

∣∣∣∣∣
∞∑
i=v

v1/kΩivuni

∣∣∣∣∣
k∗

< ∞ (4.9)

∞∑
i=v

v1/kΩivuni exists for all n, v (4.10)

sup
m

m∑
v=1

∣∣∣∣∣
m∑
i=v

v1/kΩivuni

∣∣∣∣∣
k∗

< ∞, for all n (4.11)

hold, and
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∥U∥χ = lim sup
n→∞

 ∞∑
v=1

∣∣∣∣∣
∞∑
i=v

v1/kΩivuni

∣∣∣∣∣
k∗1/k∗

.

Also, U ∈ C(|Cλ,µ|k , c0) if and only if lim sup
n→∞

∞∑
v=0

∣∣∣∣ ∞∑
i=v

v1/kΩivuni

∣∣∣∣k∗

= 0.

b) U ∈ (|Cλ,µ|k , c) iff (4.9), (4.10), (4.11)

lim
n→∞

∞∑
i=v

v1/kΩivuni exists for all v.

Further,

1
2 lim sup

n→∞

(
∞∑
v=1

∣∣∣∣ ∞∑
i=v

v1/kΩivuni − αv

∣∣∣∣k∗)1/k∗

≤ ∥LU∥χ ≤ lim sup
n→∞

(
∞∑
v=1

∣∣∣∣ ∞∑
i=v

v1/kΩivuni − αv

∣∣∣∣k∗)1/k∗

,

and U ∈ C(|Cλ,µ|k , c) if and only if lim sup
n→∞

∞∑
v=1

∣∣∣∣ ∞∑
i=v

v1/kΩivuni − αv

∣∣∣∣k∗

= 0, where αv = lim
n→∞

∞∑
i=v

v1/kΩivuni .

c) U ∈ (|Cλ,µ|k , l∞) iff (4.9),(4.10), (4.11) hold and

0 ≤ ∥U∥χ ≤ lim sup
n→∞

 ∞∑
v=1

∣∣∣∣∣
∞∑
i=v

v1/kΩivuni

∣∣∣∣∣
k∗1/k∗

.

Also, if lim sup
n→∞

∞∑
v=1

∣∣∣∣ ∞∑
i=v

v1/kΩivuni

∣∣∣∣k∗

= 0 , then it U is a compact operator.

Corollary 4.6 Let 1 < k < ∞ and X ∈ {c0, c, l∞} . Then, if U ∈
(
|Cλ,µ|k , X

)
, then

∥LU∥ = sup
n

 ∞∑
v=1

∣∣∣∣∣
∞∑
i=v

v1/kΩivuni

∣∣∣∣∣
k∗1/k∗

,

and U ∈ (|Cλ,µ| ,Λ) , then

∥LU∥ = sup
n,v

∣∣∣∣∣
∞∑
i=v

Ωivuni

∣∣∣∣∣ .
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