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Abstract: In this paper, the qualitative behavior of a discrete-time prey-predator model with Allee effect in prey
population is discussed. Firstly, the existence of the fixed points and their topological classification are analyzed
algebraically. Then, the conditions of existence for both period-doubling and Neimark–Sacker bifurcations arising from
coexistence fixed point with the help of the center manifold theorem and bifurcation theory are investigated. OGY
feedback control method is implemented to control chaos in the proposed model due to the emergence of bifurcations.
Finally, numerical simulations are performed to support the theoretical findings.
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1. Introduction
Prey-predator relationship is a very important phenomenon that occurs in nature. Mathematical modeling of
prey-predator interactions and their analysis have been considered by ecologists and biologists for the last few
decades. The classic prey-predator model is the Lotka–Volterra model, which was formulated and proposed by
Lotka in the United States in 1925 and Volterra in Italy in 1926 [18, 28]. It describes the dynamics of biological
systems in which two species interact. After that, several attempts have been made to generalize and extend
this model.

In population dynamics, when the population density is very low, there is a positive correlation between
the population unit growth rate and the population density. This phenomenon can be called the Allee effect
[6, 25, 26], starting with Allee’s research [1]. Factors such as mating difficulty, mating depression, food problem,
and protection from a predator are considered Allee effect. The Allee effect is classified according to the density-
dependent properties at low density. When the population density is low, a strong Allee effect will appear and
when the proliferation rate is positive and increases, the Allee effect will be weak. Allee effect is observed in
many natural species; for example, in plants, insects, marine invertebrates, birds, and mammals. Consequently,
analysis of systems involving Allee effect has gained lots of importance in problems associated with various
fields such as conservation biology [5, 11], sustainable harvesting [17], pest control, biological control [10],
population management [2], biological invasions [3, 4, 20, 21, 29], metapopulation dynamics [30, 32], interacting
species [7, 9, 16, 27, 31]. Therefore, studies on Allee effect have received more and more attention from both
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mathematicians and ecologists [12–15, 22, 23].
In [24], the authors have considered the following discrete-time prey-predator population model:

xt+1 = δxt (1− xt)− xtyt (1.1)

yt+1 = yt(1− α) + βxtyt

where xt and yt represent the number of prey and predator population, respectively. The parameter δ is the
intrinsic growth rate of the prey populations with carrying ability one in the absence of predator. The death
rate of predator is denoted by α , and β denotes the growth rate of predator in the presence of the prey. The
parameters α, β , and δ are positive values. They have analyzed dynamics of the system such as the existence of
nonnegative fixed points and local stability of the fixed points. They have shown that the system goes through
period-doubling bifurcation and Neimark–Sacker bifurcation about axial and positive equilibrium states with
prey growth rate as the bifurcation factor.

We modified the system (1.1) with weak Allee effect in prey as follows:

xt+1 = δxt (1− xt)− xtyt
xt

xt + θ
(1.2)

yt+1 = yt(1− α) + βxtyt

where x

x+ θ
is the Allee effect function, θ > 0 is Allee constant, α, β , and δ parameters have the same meaning

as in system (1.1).

We summarize this paper as follows. We introduce a discrete-time prey-predator model with Allee effect
on prey population in Section 1. The existence of biologically feasible equilibria, and conditions for local
asymptotic stability of these fixed points are investigated in Section 2. In Section 3.1, we show that interior
fixed point of system (1.2) undergoes period-doubling bifurcation whenever growth parameter δ of the prey
population is taken as the bifurcation parameter. In Section 3.2, it is proven that system (1.2) undergoes
Neimark–Sacker bifurcation around its interior equilibrium point. The OGY method based on state feedback
control for chaos control is introduced in Section 4. Lastly, numerical simulations are presented in Section 5 to
illustrate our theoretical discussion.

2. Existence of the fixed points

In this section, we will investigate the existence of the positive fixed points of the system (1.2) and analyze the
stability of these fixed points.

Definiton 2.1. A point (x∗, y∗) is called fixed point of the system (1.2), when it satisfies the following
system:

x∗ = δx∗ (1− x∗)− x∗y∗
x∗

x∗ + θ
(2.1)

y∗ = y∗(1− α) + βx∗y∗
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Lemma 2.2
i) The system (1.2) has an always trivial fixed point E1 = (0, 0).

ii) The system (1.2) has a fixed point E2 = (
δ − 1

δ
, 0) if δ > 1.

iii) The system (1.2) has a unique nontrivial positive fixed point

E3 =

(
α

β
,
(α+ θβ) (δ (β − α)− β)

βα

)
if δ (β − α) > β.

Now, we will give topological classification of the fixed points of the system (1.2). The Jacobian matrix
J of the system (1.2) evaluated at any point (x, y) is given by

J (x, y) =

(
a11 a12
a21 a22

)
, (2.2)

where

a11 = δ (1− 2x)− xy (x+ 2θ)

(x+ θ)
2 ,

a12 = − x2

x+ θ
, a21 = βy, a22 = 1− α+ βx,

and the characteristic equation of the Jacobian matrix J (x, y) can be expressed as

F (λ) = λ2 − trJ (x, y)λ+ det J (x, y) = 0, (2.3)

where trJ (x, y) = a11 + a22 and det J (x, y) = a11a22 − a12a21.

Definition 2.3. Assume that λ1 and λ2 are roots of the characteristic equation (2.3). Then the fixed
point of the system (1.2) is called

i) sink if |λ1| < 1 and |λ2| < 1,

ii) source if |λ1| > 1 and |λ2| > 1,

iii) saddle if |λ1| < 1 and |λ2| > 1 or |λ1| > 1 and |λ2| < 1,

iv) nonhyperbolic if |λ1| = 1 or |λ2| = 1.

Let us start the trivial fixed point E1 = (0, 0) . Computing the Jacobian matrix at the fixed point E1

J (E1) =

(
δ 0
0 1− α

)
(2.4)

is obtained. Thus, the characteristic equation and eigenvalues are as follows:

F (λ) = λ2 − (δ + 1− α)λ+ δ (1− α) = 0, (2.5)

λ1 = δ, λ2 = 1− α.

According to Definition 2.3, we can get the following lemma:
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Lemma 2.4. For the fixed point E1 = (0, 0) the following topological classification holds:
i) E1 is a sink if 0 < δ < 1 and 0 < α < 2,

ii) E1 is a source if δ > 1 and α > 2,

iii) E1 is a saddle if (δ > 1 and 0 < α < 2) or (0 < δ < 1 and α > 2),

iv) E1 is a nonhyperbolic if δ = 1 or α = 2.

Next, the Jacobian matrix evaluated at fixed point E2 = (
δ − 1

δ
, 0) is given by

J (E2) =

 2− δ − (δ − 1)
2

δ (δ − 1 + δθ)

0
(1− α+ β) δ − β

δ

 .

Thus, the characteristic equation and eigenvalues are as follows:

F (λ) = λ2 − [(3− α+ β − δ) δ − β]

δ
λ+

(δ − 2) [(α− 1− β) δ + β]

δ
= 0, (2.6)

λ1 = 2− δ, λ2 =
(1− α+ β) δ − β

δ
= 1− V,

where V = α− β +
β

δ
. Similarly to the fixed point E1 , we can get the following lemma:

Lemma 2.5. For the fixed point E2 = (
δ − 1

δ
, 0) the following topological classification holds:

i) E2 is a sink if 1 < δ < 3 and 0 < V < 2,

ii) E2 is a source if δ > 3 and V > 2 or V < 0,

iii) E2 is a saddle if (1 < δ < 3 and V < 0 or V > 2) or (δ > 3 and 0 < V < 2),

iv) E2 is a nonhyperbolic if δ = 1, 3 or V = 2 .

Finally, the Jacobian matrix evaluated at the last fixed point

E3 =

(
α

β
,
(α+ θβ) (δ (β − α)− β)

βα

)
as follows:

J(E3) =


−
(
α2 + θβ2

)
δ + β(α+ 2θβ)

β (α+ θβ)
− α2

β (α+ θβ)
(−α2 + (1− θ)βα+ θβ2)δ − (α+ θβ)β

α
1

 (2.7)
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Moreover, the characteristic polynomial of J(E3) is given by:

F (λ) = λ2 +

[
(−2β + δα)α+ (δ − 3) θβ2

β (α+ θβ)

]
λ (2.8)

− [(1− α)δ − 2 + α] θβ2 + [((θ − 1)αδ − 1 + α)β + (1 + α)αδ]α

β(α+ θβ)
.

Then, by simple computations it follows that

F (1) =
(δ (β − α)− β)α

β
, (2.9)

F (−1) = Kδ +
[(6− α)θβ + (4− α)α]β

β(α+ θβ)
, (2.10)

F (0)− 1 = Sδ − [θβ (α− 2) + α (α− 1)]β

β (α+ θβ)
− 1, (2.11)

where K = − (2−α)θβ2+(θ−1)α2β+2α2+α3

β(α+θβ) , S = −α2+θβ2−α2β−αθβ2+α3+α2θβ
β(α+θβ) .

Now, we have the following result:
Lemma 2.6. Assume that F (λ) = λ2 − Aλ + B = 0 and F (1) > 0 with λ1 and λ2 are roots of the

characteristic equation F (λ) = 0. Then the following results hold:

i) |λ1| < 1 and |λ2| < 1 if and only if F (−1) > 0 and F (0) < 1,

ii) |λ1| > 1 and |λ2| > 1 if and only if F (−1) > 0 and F (0) > 1,

iii) |λ1| < 1 and |λ2| > 1 or |λ1| > 1 and |λ2| < 1 if and only if F (−1) < 0,

iv) |λ1| = 1 and |λ2| ̸= 1 if and only if F (−1) = 0 and F (0) ≠ ±1,

v) λ1 and λ2 are conjugate complex numbers with |λ1| = 1 and |λ2| = 1 if and only if A2 − 4B < 0

and F (0) = 1.

Before analyzing dynamics of the fixed point E3, we define δ1 as a root of F (−1) = 0, δ2 as a root of
det (J)− 1 = 0 , and δ3 as a root of F (1) = 0 , so one can apply Lemma 2.6 to prove the following results.

Lemma 2.7. Assume that δ > δ3 and δ (β − α) > β then for the coexistence fixed point E3 of the
system (1.2), the following holds :

i) E3 is a sink if the following conditions hold:

i1) K < 0, S > 0 and δ3 < δ < min {δ1, δ2} ,

i2) K < 0, S < 0 and max {δ2, δ3} < δ < δ1,
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ii) E3 is a source if the following conditions hold:

ii1) K < 0, S > 0 and max {δ2, δ3} < δ < δ1,

ii2) K < 0, S < 0 and δ3 < δ < min {δ1, δ2} ,

iii) E3 is a saddle if the following condition holds:

K < 0, S > 0 or K < 0, S < 0 and max {δ1, δ3} < δ,

iv) Assume that λ1 and λ2 are roots of F (λ) = λ2 − Aλ + B = 0 then λ1 = −1 and |λ2| ̸= 1 if and

only if K < 0, S < 0, δ = δ1 and

θ ̸= − α2 [5α+ 4 (1− β)]

β (5α2 − 4αβ + 4β)
,−α

β
,

v) The roots of F (λ) = λ2 − Aλ+ B = 0 are conjugate complex numbers with |λ1,2| = 1 if and only

if K < 0, S > 0, δ = δ2 and

[
(4β + δ)α2 + 4β2α (1− δ (1− 2θ)) + θβ2 ((1− δ) (8β − 2δ) + 4δθβ)

]
α2

< (1− δ) θ2β4 (4α+ δ − 1) .

where

δ1 =
[(6− α)θβ + (4− α)α]β

(2− α)θβ2 + (θ − 1)α2β + 2α2 + α3
, (2.12)

δ2 =
β
(
α2 + αθβ − θβ

)
β (α2 + αθβ − θβ)− α2 (α+ θβ + 1)

, (2.13)

δ3 =
β

β − α
,

K = − (2− α)θβ2 + (θ − 1)α2β + 2α2 + α3

β(α+ θβ)
, (2.14)

S = −α2 + θβ2 − α2β − αθβ2 + α3 + α2θβ

β (α+ θβ)
.

3. Bifurcation analysis
In this section, we will analyze the period-doubling bifurcation and Neimark–Sacker bifurcation of the system
(1.2) at the coexistence fixed point. By using the center manifold theorem and bifurcation theory [8], we will
obtain existence conditions for period-doubling bifurcation and Neimark–Sacker bifurcation.
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3.1. Period-doubling bifurcation

Suppose that the following condition holds:

[
(4β + δ)α2 + 4β2α (1− δ (1− 2θ)) + θβ2 ((1− δ) (8β − 2δ) + 4δθβ)

]
α2 (3.1)

> (1− δ) θ2β4 (4α+ δ − 1) .

Then let λ1 and λ2 be distinct real roots of the equation (2.8). Also, we suppose that

δ =
[(6− α)θβ + (4− α)α]β

(2− α)θβ2 + (θ − 1)α2β + 2α2 + α3
. (3.2)

Therefore, roots of the equation (2.8) are λ1 = −1 and

λ2 =
(α+ θβ)

(
4α2 − 3αβ

)
+ 2(α2 + θβ2)

(2− α)θβ2 + [(θ − 1)β + 2 + α]α2
.

Moreover, |λ2| ̸= 1 under the following condition:

(α+ θβ)
(
4α2 − 3αβ

)
+ 2(α2 + θβ2)

(2− α)θβ2 + [(θ − 1)β + 2 + α]α2
̸= ±1, (3.3)

(2− α)θβ2 + [(θ − 1)β + 2 + α]α2 ̸= 0.

Let us consider the term ΩFB as follows:

ΩFB =
{
(α, β, δ, θ) ∈ R4

+ : K < 0, S < 0, (3.1),(3.2), and (3.3) are satisfied
}
.

To discuss the period-doubling bifurcation for the system (1.2) at its unique positive fixed point E3 , we
take δ as bifurcation parameter. Then, variation of parameters α, β, δ , and θ in small neighborhood of ΩFB

gives the emergence of period-doubling bifurcation. Also, we set

δ = δ1 =
[(6− α)θβ + (4− α)α]β

(2− α)θβ2 + (θ − 1)α2β + 2α2 + α3
. (3.4)

Then for (α, β, δ1, θ) ∈ ΩFB , the system (1.2) can be expressed by

(
X
Y

)
→

(
δX(1−X)−XY

X

X + θ
Y (1− α) + βXY

)
. (3.5)

Let δ̃1 be a small bifurcation parameter such that
∣∣∣δ̃1∣∣∣≪ 1 , then we can give corresponding perturbed mapping

of (3.5) as follows: (
X
Y

)
→

( (
δ + δ̃1

)
X(1−X)−XY

X

X + θ
Y (1− α) + βXY

)
(3.6)
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Now, we apply the transformations

x = X − α

β

y = Y −
(α+ θβ) (

(
δ + δ̃1

)
(β − α)− β)

βα

then from the map (3.6), we get

(
x
y

)
→
(

a11 a12
a21 a22

)(
x
y

)
+

 g1

(
x, y, δ̃1

)
g2

(
x, y, δ̃1

)  (3.7)

where

g1

(
x, y, δ̃1

)
= a13x

2 + a14xy + b1x
3 + b2x

2y + d1xδ̃1 + d2x
2δ̃1 +O

((
|x|+ |y|+ |δ̃1|

)4)
,

g2

(
x, y, δ̃1

)
= a23xy +O

((
|x|+ |y|+ |δ̃1|

)4)
,

a11 =
−
(
α2 + θβ2

)
δ + β(α+ 2θβ)

β (α+ θβ)
, a12 = − α2

β (α+ θβ)
(3.8)

a21 =
(−α2 + (1− θ)βα+ θβ2)δ − (α+ θβ)β

α
, a22 = 1, a23 = β,

a13 =
β3θ2 (1− δ)− α2δ (α+ 2βθ)

α (α+ βθ)
2 , a14 = − (α+ 2βθ)α

(α+ βθ)
2 ,

b1 =
β3θ2 (β + δα− βδ)

α (α+ βθ)
3 , b2 = − β3θ2

(α+ βθ)
3 ,

d1 = 1− 2α

β
, d2 = −1.

Now, we use the following translation to convert the coefficient matrix in map (3.7) into normal form

(
x
y

)
= T

(
u
v

)
, (3.9)

where

T =

(
a12 a12

−1− a11 λ2 − a11

)
is an invertible matrix. From (3.7) and (3.9), we get

(
u
v

)
→
(

−1 0
0 λ2

)(
u
v

)
+

 g3

(
u, v, δ̃1

)
g4

(
u, v, δ̃1

)  , (3.10)
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g3

(
u, v, δ̃1

)
= − (λ2 + a11) b1

a12 (λ2 + 1)
x3 − (a11 − λ2) a14

a12 (λ2 + 1)
x2y −

(a11 − λ2)
(
a13 + d2δ̃1

)
a12 (λ2 + 1)

x2

−
(
(a11 − λ2) b2 − a23a12

a12 (λ2 + 1)

)
xy − (a11 − λ2) d1

a12 (λ2 + 1)
xδ̃1 +O

((
|u|+ |v|+ |δ̃1|

)4)
,

g4

(
u, v, δ̃1

)
=

(1 + a11) b1
a12 (λ2 + 1)

x3 +
(1 + a11) a14
a12 (λ2 + 1)

x2y +
(1 + a11)

(
a13 + d2δ̃1

)
a12 (λ2 + 1)

x2

+

(
(1 + a11) b2
a12 (λ2 + 1)

+
a23

λ2 + 1

)
xy +

(1 + a11) d1
a12 (λ2 + 1)

xδ̃1 +O

((
|u|+ |v|+ |δ̃1|

)4)
,

x = a12 (u+ v) , y = − (1 + a11)u+ (λ2 − a11) v.

In order to apply the center manifold therem, let W c (0, 0, 0) be the center manifold of (3.10) evaluated at (0, 0)

in a small neighborhood of δ̃1 = 0, then W c (0, 0, 0) can be approximated as follows:

W c (0, 0, 0) =

{(
u, v, δ̃1

)
∈ R3 : v = m1u

2 +m2uδ̃1 +m3δ̃
2
1 +O

((
|u|+ |δ̃1|

)3)}
,

where

m1 =
(1 + a11) [b2 (1 + a11) + a12 (a23 − a13)]

λ2
2 − 1

,

m2 = − (1 + a11) d1

(λ2 + 1)
2 , m3 = 0.

Therefore, the map restricted to the center manifold W c (0, 0, 0) is given by

F : u → −u+ k1u
2 + k2uδ̃1 + k3u

2δ̃1 + k4uδ̃
2
1 + k5u

3 +O

((
|u|+ |δ̃1|

)4)
,
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k1 = − (a11 − λ2) a12a13
λ2 + 1

+ (
(a11 − λ2) b2 + a23a12

λ2 + 1
) (1 + a11),

k2 =
(λ2 − a11) d1

λ2 + 1
,

k3 =
((a11 − λ2) b2 − a23a12) (λ2 − 2a11 − 1) (1 + a11) d1

(λ2 + 1)
3

+
2 (a11 − λ2) a12a13 (1 + a11) d1

(λ2 + 1)
3 − (a11 − λ2) (d1m1 + a12d2)

λ2 + 1
,

k4 =
(a11 − λ2) d

2
1 (1 + a11)

(λ2 + 1)
3 ,

k5 = − ((a11 − λ2) b2 − a23a12)

λ2 + 1
(λ2 − 2a11 − 1)m1

+
(a11 − λ2) a12(2a13m1 − 1− a11 + a12b1)

λ2 + 1
.

Next, we define the following two nonzero real numbers:

l1 =

(
∂2g3

∂u∂δ̃1
+

1

2

∂F

∂δ̃1

∂2F

∂u2

)
(0,0)

=
(a11 − λ2) d1

λ2 + 1
+ k1k2,

l2 =

(
1

6

∂3F

∂u3
+

(
1

2

∂2F

∂u2

)2
)

(0,0)

= k21 + k5.

Therefore, we have the following result about the period-doubling bifurcation of the system (1.2).
Theorem 3.1 Assume that l2 ̸= 0, then the system (1.2) undergoes period-doubling bifurcation at the

unique point E3, when parameter δ varies in small neighborhood of δ1 . Furthermore, if l2 > 0 , then the
period-two orbits that bifurcate from positive fixed point E3 are stable, and if l2 < 0,then these orbits are
unstable.

3.2. Neimark–Sacker bifurcation
We will investigate the existence and direction of Neimark–Sacker bifurcation for unique positive steady-state
E3 of system (1.2). From Lemma 2.7, it is established that E3 is nonhyperbolic fixed point where the Jacobian
matrix evaluated at E3 has pair of complex conjugate eigenvalues with modulus one if the following condition
is satisfied:

∆(α, β, δ, θ) =
[
(4β + δ)α2 + 4β2α (1− δ (1− 2θ)) + θβ2 ((1− δ) (8β − 2δ) + 4δθβ)

]
α2

− (1− δ) θ2β4 (4α+ δ − 1) < 0.

Assume that

ΩNSB =

{
(α, β, δ, θ) ∈ R4

+ : K < 0, S > 0,∆(α, β, δ, θ) < 0,

δ =
β(α2+αθβ−θβ)

β(α2+αθβ−θβ)−α2(α+θβ+1)

}
.
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In order to discuss Neimark–Sacker bifurcation for positive fixed point E3 of the system (1.2), we take δ as
a bifurcation parameter. Then, variation of parameters α, β, δ , and θ in small neighborhood of ΩNSB yields
Neimark–Sacker bifurcation. Assume that (α, β, δ2, θ) ∈ ΩNSB , then the system (1.2) can be expressed by the
following two-dimensional map:

(
X
Y

)
−→

(
δ2X (1−X)−XY

X

X + θ
Y (1− α) + βXY

)
. (3.11)

Let δ̃2 denote the bifurcation parameter such that
∣∣∣δ̃2∣∣∣≪ 1 , then we can give corresponding perturbed mapping

of (3.11) as follows:

(
X
Y

)
−→

((
δ2 + δ̃2

)
X (1−X)−XY

X

X + θ
Y (1− α) + βXY

)
. (3.12)

Now, we apply the transformations x = X − x∗ and y = Y − y∗,

where x∗ = α
β and y∗ =

(α+ θβ) (
(
δ + δ̃1

)
(β − α)− β)

βα
, then from the map (3.12), we get

(
x
y

)
→
(

m11 m12

m21 m22

)(
x
y

)
+

(
f1 (x, y)
f2 (x, y)

)
(3.13)

where

f1 (x, y) = m13x
2 +m14xy +m15x

3 +m16x
2y +O((|x|+ |y|)4),

f2(x, y) = m23xy +O((|x|+ |y|)4),

m11 =
−
(
α2 + θβ2

)
(δ2 + δ̃2) + β(α+ 2θβ)

β (α+ θβ)
,m12 = − α2

β (α+ θβ)
,

m21 =
(−α2 + (1− θ)βα+ θβ2)(δ2 + δ̃2)− (α+ θβ)β

α
,m22 = 1,

m13 =
−(δ2 + δ̃2)

[
−θ3 + 3θ2x∗ + 3x∗2

θ + x∗3
]
+ y∗θ2

(x∗ + θ)
3 ,

m14 = −x∗ (2θ + x∗)

(x∗ + θ)
2 ,m15 =

y∗θ2

(x∗ + θ)
4 ,m16 =

−θ2

(x∗ + θ)
3 ,m23 = β.

The characteristic equation of Jacobian matrix of linearized system of (3.13) is evaluated at the fixed point
(0, 0) as follows:

λ2 −A(δ̃2)λ+B(δ̃2) = 0, (3.14)

where
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A(δ̃2) =
β (−3θβ − 2α) + (δ2 + δ̃2)

[
(α2 + θβ2)

]
β (α+ θβ)

,

B(δ̃2) =
(δ2 + δ̃2)− α2

[
1 + (β + βθ + α2 + θ − αθβ2)β2

]
β (α+ θβ)

− αβ(θβ2 − 1)− θβ2(2− αβ2)

β (α+ θβ)
.

Since (α, δ2, θ, β) ∈ ΩNSB , the complex conjugate roots of (3.14) are given by

λ1 =
A(δ̃2)− i

√
4B
(
δ̃2

)
−
(
A(δ̃2)

)2
2

,

and

λ2 =
A(δ̃2) + i

√
4B
(
δ̃2

)
−
(
A(δ̃2)

)2
2

.

Then we have

|λ1| = |λ2| =

√
− (α2 + θβ2 − αβ4θ − α2β3 + α2β3θ + α3β2) (δ2 + δ̃2)

β (α+ θβ)
− −αβ − 2θβ2 + αβ4θ + α2β2

β (α+ θβ)

and

(
d|λ2|
dδ̃2

)
δ̃2=0

=

(
d|λ1|
dδ̃2

)
δ̃2=0

= −−αβ4θ + (−1 + θ)α2β3 + (θ + α3)β2 + α2

2(α+ βθ)β
̸= 0.

Also we get −2 < A (0) < 2 since of (α, β, δ2, θ) ∈ ΩNSB . On the other hand, we have A(0) =(
−3θβ2 − 2αβ + δ2α

2 + δ2θβ
2
)

β (α+ θβ)
. A(0) ̸= 0, −1,that is

δ2 ̸= 3θβ2 + 2αβ

α2 + θβ2
,
2θβ2 + αβ

α2 + θβ2
. (3.15)

Conditions (3.15) together (α, β, δ, θ) ∈ ΩNSB make sure that A(0) ̸= 0,−1 and in a result we have

λm
1 , λm

2 ̸= 1 for all m = 1, 2, 3, 4 at δ̃2 = 0. Hence, roots of (3.14) do not lie in the intersection of the unit

circle with the coordinate axes δ̃2 = 0. In order to obtain the normal form of (3.13) at δ̃2 = 0, assuming that

κ = A(0)
2 , ω =

√
4B(0)−(A(0))2

2 .

Moreover, we consider the following transformation:

(
x
y

)
−→

(
m12 0

κ−m11 −ω

)(
u
v

)
. (3.16)
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Under transformation (3.16), the normal form of (3.13) can be written as:

(
u
v

)
−→

(
κ −ω
ω κ

)(
u
v

)
+

(
f̃ (u, v)
g̃ (u, v)

)
, (3.17)

f̃(u, v) =
m15x

3

m12
+

(
m16y

m12
+

m13

m12

)
x2 +

m14xy

m12
+O((|u|+ |v|)4),

g̃(u, v) =
(κ−m11)(m13x

2 +m14xy +m15x
3 +m16x

2y)

m12ω

−m23x
2 +m24xy +m25x

3 +m26x
2y

ω
+O((|u|+ |v|)4),

x = m12u and y = (κ−m11)u− ωv.

Next, we consider the following real number:

L =

([
−Re

(
(1− 2λ1)λ

2
2

1− λ1
ζ20ζ11

)
− 1

2
|ζ11|2 − |ζ02|2 +Re(λ2ζ21)

])
δ2=0

,

where

ζ20 =
1

8

[
f̃uu − f̃uv + 2g̃uv + i(g̃uu − g̃vv − 2f̃uv)

]
,

ζ11 =
1

4

[
f̃uu + f̃uv + i(g̃uu − g̃vv)

]
,

ζ02 =
1

8

[
f̃uu − f̃uv − 2g̃uv + i(g̃uu − g̃vv + 2f̃uv)

]
,

ζ21 =
1

16

[
f̃uuu + f̃uvv + g̃uuv + g̃vvv + i(g̃uuu + g̃uvv − f̃uuv − f̃vvv)

]
.

Furthermore, the partial derivaties of f̃ and g̃ evaluated at δ̃2 = 0 are given by:

f̃uu = 2m12m13 + 2m14κ− 2m14m11, f̃vv = 0,

g̃uv = −m14(κ−m11) +m24m12,

g̃uu =
(κ−m11)(2m13m

2
12 + 2m14(κ−m11)m12

m12ω
− 2m23m

2
12 + 2m24m12(κ−m11)

ω
,

f̃uv = −m14ω , g̃vv = 0, f̃uuu = 6m2
12m15 + 6m12m16(κ−m11), f̃uvv = 0,

g̃uuv = −2m12m16(κ−m11) + 2m26m
2
12,

g̃uuu =
(κ−m11)(6m

3
12m15 + 6m16m

2
12(κ−m11))

m12ω
− 6m25m

3
12 + 6m26m

2
12(κ−m11)

ω
,

g̃vvv = g̃uvv = f̃vvv = 0, f̃uuv = −2m12m16ω.
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Now we have the following result that gives parametric conditions for the existence and direction of Neimark–
Sacker bifurcation for positive fixed point of system (1.2).

Teorem 4.1 Suppose that (3.13) holds and L ̸= 0 , then system (1.2) endures Neimark–Sacker bifurcation
at its unique positive steady-state E3 when the bifurcation parameter varies in a small neighborhood of

δ2 =
β(α2+αθβ−θβ)

β(α2+αθβ−θβ)−α2(α+θβ+1) . Furthermore, if L < 0 , then an attracting invariant closed curve bifurcates

from the fixed point for δ > δ2 , and if L > 0 , then a repelling invariant closed curve bifurcates from the fixed
point for δ < δ2 .

4. Chaos control
Chaos is the general name for nonlinear dynamical systems that behave noise-like. Chaotic behavior is exam-
ined in chemistry, physics, ecology, biology, chemical engineering, telecommunications, etc. Furthermore, the
practical methods related to chaos control can be implemented in various areas such as communications, physics
laboratories, biochemistry, turbulence, and cardiology. Chaos is indecomposable, is highly dependent on the
initial condition, and consists of a large number of periodic points and orbits. Because of this, the solution of a
chaotic system is difficult to predict, which calls for a way to control it. The control algorithm of Ott, Grebogi,
and Yorke (OGY, [19]) manages to do this. The proposed methodology is known as the OGY method. OGY
is a discrete control algorithm, perturbing the system at discrete moments in time. The OGY method is an
important and effective method.

In this section, we analyze the OGY method based on state feedback control for chaos control. To apply
this technique to model (1.2), we can rewrite this system as follows:

xn+1 = δxn (1− xn)− xnyn
xn

xn + θ
= f (xn, yn, δ) (4.1)

yn+1 = yn(1− α) + βxnyn = g (xn, yn, δ)

where δ denotes the parameter of chaos control. Moreover, it is assumed that |δ − δ0| < ε where ε > 0 and
δ0 represents the nominal parameter lies in the chaotic regions. Then we assume that (x∗, y∗) is an interior
unstable fixed point of system (1.2) and is located in some chaotic regions. To move the unstable fixed point
towards a stable one, the system (1.2) is linearized in the neighborhood of the unstable fixed point (x∗, y∗) as
follows: [

xn+1 − x∗

yn+1 − y∗

]
≈ A

[
xn − x∗

yn − y∗

]
+B [δ − δ0] , (4.2)

where

A =

[
∂f(xn,yn,δ0)

∂xn

∂f(xn,yn,δ0)
∂yn

∂g(xn,yn,δ0)
∂xn

∂g(xn,yn,δ0)
∂yn

]

=

 −θβ2 (δ − 2) + α (δα− β)

β (α+ θβ)
− α2

β (α+ θβ)

−θβ2 (1− δ)− δα (β − α− θβ) + αβ

β (α+ θβ)
1


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and

B =

[
∂f(xn,yn,δ0)

∂s
∂g(xn,yn,δ0)

∂s

]
=

[
x∗ − (x∗)

2

0

]
.

Next, we define the following controllability matrix for the system (4.1):

C = [B : AB] =

 x∗ − (x∗)
2 −

[
θβ2 (δ − 2) + α (δα− β)

]
(β − α)α

β3 (α+ θβ)

0 −
[
θβ2 (1− δ)− δα (β − α− θβ) + αβ

]
(β − α)

β2

 . (4.3)

Then it is easy to see that rank of C is 2 . Now suppose that

[δ − δ0] = −R

[
xn − x∗

yn − y∗

]
,

where R = [p1 p2] , then system (4.2) can be written as:[
xn+1 − x∗

yn+1 − y∗

]
≈ [A−BR]

[
xn − x∗

yn − y∗

]
. (4.4)

Furthermore, the fixed point (x∗, y∗) is locally asymptotically stable if and only if both eigenvalues of the matrix
A− BR lie in an open unit disk. The Jacobian matrix A− BR of the controlled system (4.4) can be written
as follows:

A−BR =

 −θβ2 (δ − 2) + α (δα− β)

β (α+ θβ)
− α (β − α)

β2
p1 − α2

β (α+ θβ)

α (β − α)

β2
p2

−θβ2 (1− δ)− δα (β − α− θβ) + αβ

β (α+ θβ)
1

 .

The characteristic equation of the Jacobian matrix A−BR is given by

P (λ) = λ2 +

[(
α2 + θ2β2

)
δβ − β2 (2α+ 3θβ) + α (β − α) (α+ θβ) p1

]
β2 (α+ θβ)

λ

+

(
p2β

4 − 2p2αβ
3 + p2α

2β2
)
θ2δ +

[
2p2α

3β − (4p2 + 1)α2β2
]
θδ

β2 (α+ θβ)

+

[
(1 + 2p2)β

3α− β3
]
θδ +

(
p2α

4 − (1 + 2p2)β
3α+ (p2β + β − 1)α2β

)
δ

β2 (α+ θβ)

+
(α− β) p2β

3θ2 +
[
(p1 + 2p2β)βα

2 − (2p2β + p1 + β)β2α+ 2β3
]
θ

β2 (α+ θβ)
(4.5)

+
(p1 + p2β)α

3 − (p2β + p1 + β)βα2 + β2α

β2 (α+ θβ)
.

Let λ1 and λ2 be the eigenvalues of the characteristic equation (4.5), then we get

λ1 + λ2 =
α (α− β)

β2
p1 −

θβ2 (δ − 3) + α (δα− 2β)

β (α+ θβ)
,
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and

λ1λ2 =

[
α3 + (θ − 1)βα2 − αβ2θ

]
β2 (α+ θβ)

p1

++

[
α4δ + (1− 2 (1− θ)α)βα3 +

((
1 + θ2 − 4θ

)
δ − 1 + 2θ

)
β2α2

]
β2 (α+ θβ)

p2

+

(
2 (1− θ) θδ − 2θ + θ2

)
β3α+ (δ − 1) θ2β4

β2 (α+ θβ)
p2 (4.6)

+
−α3βδ +

[
((1− θ) δ − 1)β2 − δβ

]
α2 + [(δ − 1) θβ + 1]αβ2 + (2− δ) θβ3

β2 (α+ θβ)
.

Then in order to obtain the lines of marginal stability, we must solve the equations λ1 = ±1 and λ1λ2 = 1 .
These restrictions make sure that |λ1| < 1 and |λ2| < 1 . Using λ1λ2 = 1 in equation (4.6) then,

L1 =

[
α3 + (θ − 1)βα2 − αβ2θ

]
β2 (α+ θβ)

p1

+

[
α4δ + (1− 2 (1− θ)α)βα3 +

((
1 + θ2 − 4θ

)
δ − 1 + 2θ

)
β2α2

]
β2 (α+ θβ)

p2

+

(
2 (1− θ) θδ − 2θ + θ2

)
β3α+ (δ − 1) θ2β4

β2 (α+ θβ)
p2

+
−α3βδ +

[
((1− θ) δ − 1)β2 − δβ

]
α2

β2 (α+ θβ)

+
[(δ − 1) θβ + 1]αβ2 + (2− δ) θβ3

β2 (α+ θβ)

= 0.

Moreover, suppose that λ1 = 1, then

L2 =

[
δα3

β2
+

(1− 2δ + δθ)α2

β
+ (θ − 2δθ + δ − 1)α+ (δ − 1) θβ

]
p2 −

δα2

β
+ (δ − 1)α = 0.

Finally, suppose that λ1 = −1 , then

L3 =

[
α3 + (θ − 1)βα2 − αβ2θ

]
β2 (α+ θβ)

p1

+

[
α4δ + (1− 2 (1− θ)α)βα3 +

((
1 + θ2 − 4θ

)
δ − 1 + 2θ

)
β2α2

]
β2 (α+ θβ)

p2

+

(
2 (1− θ) θδ − 2θ + θ2

)
β3α+ (δ − 1) θ2β4

β2 (α+ θβ)
p2

+
−δβ

(
α2 + θβ2 + α2βθ − α3 − β − β2αδ + αβ

)
+ θβ3 (2− α)

β2 (α+ θβ)

+2− α2δ − αβ (δ − 2) θβ2

β (α+ θβ)

= 0.
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Then, stable eigenvalues lie within the triangular region in p1p2 plane bounded by the straight lines L1, L2, L3

for particular parametric values.

5. Numerical simulations
In this section, we will give two numerical examples to support the theoretical finding in former sections. We
use Maple and Matlab programs for numerical simulations.

Example 5.1. We take α = 0.1, β = 0.4, θ = 0.9, δ ∈ [3.4, 4.2] and initial condition (x0, y0) =

(0.24, 7),then the system (1.2) undergoes period-doubling bifurcation as the bifurcation parameter δ varies
in small neighborhood of δ = 3.418082937. At (α, β, θ, δ) = (0.1, 0, 4, 0, 9, 3.418082937), the system (1.2) has
unique positive fixed point (0.25, 7.192386133). The characteristic equation of the Jacobian matrix of the system
(1.2) is given by:

λ2 + 0.07817811033λ− 0.9218218902 = 0. (5.1)

The eigenvalues are obtained as λ1 = −1, λ2 = 0.9218218899 with |λ2| ̸= 1.

Therefore, (α, β, θ, δ) = (0.1, 0, 4, 0, 9, 3.418082937) ∈ ΩFB . The bifurcation diagrams of the system (1.2) are
shown in Figure 1. From Figures 1a and 1b, we observe that the positive fixed point (0.25, 7.192386133) of
the system (1.2) is stable for δ < 3.418082937 and loses its stability through a period-doubling bifurcation for
δ = 3.418082937 and δ > 3.418082937 . There is a period-doubling cascade in orbits of periods- 2,4,8,16 and
nonperiodic oscillations as parameter δ varies. Maximum Lyapunov exponents which exhibit the existence of
periodic orbits and the chaotic behavior are plotted in Figure 1c. It is shown that maximum Lyapunov values
are sometimes negative and sometimes positive. The positive Lyapunov exponent values support the existence
of chaotic oscillations in the nonlinear systems.

Example 5.2 For the parameter values α = 1.5, β = 3.25, θ = 0.2, δ ∈ [6.4, 7.5] and initial condition
(x0, y0) = (0.45, 3.55) , the positive fixed point of the system (1.2) is evaluated as (0.4615384615, 3.607804878) .

Then the system (1.2) endures Neimark–Sacker bifurcation as δNS = 6.531707317. The characteristic equation
of the Jacobian matrix of the system (1.2) is obtained as follows:

λ2 + 1.775609754λ+ 1.000000000 = 0. (5.2)

We can get the roots of the characteristic equation (5.2) as λ1,2 = −0.887804877 ± 0.4602200565i with
|λ1,2| = 1. Then (α, β, θ, δ) = (1.5, 3.25, 0, 2, 6.531707317) ∈ ΩNSB . The corresponding bifurcation diagrams and
maximum Lyapunov exponents (MLE) are plotted in Figure 2. The bifurcation diagrams in Figures 2a and 2b
show that the sthe stability of (0.4615384615, 3.607804878) coexistence fixed point happens for δ < 6.531707317

and loses its stability at δ = 6.531707317 and attracting invariant curve appears if δ > 6.531707317. Maximum

Lyapunov exponents are numerically computed to confirm the existence of the chaotic sets in Figure 2c.
To apply the OGY feedback control method for system (1.2), we take (α, β, θ, δ0) = (1.5, 3.25, 0, 2, 6.6).

System (1.2) has the unstable fixed point (0.4615384615, 3.660512821) . Then we give the following controlled
system corresponding to these parametric values:
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(a) (b)

(c)
Figure 1. Bifurcation diagrams and MLE for the system (1.2) for values of system (1.2) for values of α = 0.1, β =
0.4, θ = 0.9, δ ∈ [3.4, 4.2] and initial condition (x0, y0) = (0.24, 7) .
a. Bifurcation diagram for xt b. Bifurcation diagram for yt . c. Maximum Lyapunov exponents

xt+1 = (6.6− p1(x− 0.4615384615)− p2(y − 3.660512821))xt (1− xt)− xtyt
xt

xt + θ
(5.3)

yt+1 = yt(1− α) + βxtyt

where K = [ρ1 ρ2] is a matrix. We have

A =

[
−2.818246869 −0.3220035778
11.89666667 1

]
,

B =

[
0.2485207100

0

]
,

and

C = [B : AB]

=

[
0.2485207100 −0.7003927128

0 2.956568047

]
.
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(a) (b)

(c)
Figure 2. Bifurcation diagrams and MLE for the system (1.2) for values of α = 1.5, β = 3.25, θ = 0.2, δ ∈ [6.4, 7.5] and
initial condition (x0, y0) = (0.45, 3.55) .
a. Bifurcation diagram for xt b. Bifurcation diagram for yt . c. Maximum Lyapunov exponents

Then it is easy to check that rank of C matrix is 2. Therefore, the system (5.3) is controllable. Then, Jacobian
matrix A−BK of the controlled system (5.3) is given by

A−BK =

[
−2.818246869− 0.2485207100p1 −0.3220035778− .2485207100p2

11.89666667 1

]

Moreover, the lines L1, L2 , and L3 for marginal stability are given by:

L1 = 0.01252236300− 0.2485207100p1 + 2.956568047p2 = 0,

L2 = 3.830769232 + 2.956568047p2 = 0,

and
L3 = 0.1942754940− .4970414200p1 + 2.956568047p2 = 0.

Then, the stable triangular region bounded by marginal lines L1, L2 , and L3 for the controlled system (5.3)
is shown in Figure 3.
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Figure 3. Triangular stability region bounded by L1 , L2 , and L3 for the controlled system (5.3).

6. Conclusion

In this study, we consider a discrete-time prey-predator model with Allee effect on the prey population. We
investigate the existence of the fixed points and their local asymptotic stabilities, the presence of period-doubling,
and Neimark–Sacker bifurcation for the fixed point in system (1.2) in order to support the complexity. It is
analyzed that the system (1.2) has three fixed points E1, E2, E3. Topological classification of these fixed points
of the system (1.1) has been obtained by using linearization technique. We show that if 0 < α < β, then
system (1.2) has a unique coexistence fixed point E3. It is proven that the system (1.2) undergoes both period-
doubling bifurcation and Neimark–Sacker bifurcation with the help of center manifold theorem and bifurcation
theory. Obtained theoretical results are supported by some figures such as bifurcation diagrams and maximum
Lyapunov exponents. Under influence of Neimark–Sacker bifurcation, the system (1.2) produces unstable
invariant closed curves. Also, when the system (1.2) undergoes period-doubling bifurcation, we observe that
there is a period-doubling cascade in orbits of periods- 2,4,8,16 and nonperiodic oscillations as parameter δ

varies. It is well known that the existence or nonexistence of chaotic solutions for a dynamical system is
determined by calculating Lyapunov exponent. Generally, a positive Lyapunov exponent is considered to be
one of the characteristics which imply the existence of chaos. That is, when the system has a positive largest
Lyapunov exponent, then the system exhibits chaotic dynamics. We show that Lyapunov exponent values are
sometimes negative and sometimes positive. Lyapunov exponent values larger than 0 confirm the existences of
the chaos, quasi-periodic orbits, and periodic orbits in the chaotic region. Bifurcation and fluctuating behaviors
of the system (1.2) are controlled through the utilization of chaos control strategies. We reveal that stability
can be rebuilt through the OGY feedback control method which is based on feedback control methodology for
an extensive range of parameters.
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