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1. Introduction: statement of the inverse problem

Consider the n ≥ 2−dimensional fractional diffusion equation defined by

(
CDα

t u
)
(x, t)−△u+ q(x)u = f(x, t), in Rn

T , (1.1)

where
(
CDα

t u
)
(x, t), 0 < α < 1 is the Gerasimov–Caputo fractional derivative, defined by [8], [21]:

(
CDα

t u
)
(x, t) =

1

Γ(1− α)

t∫
0

uτ (x, τ)

(t− τ)α
dτ,

△−Laplacian respect to the variable x = (x1, x2, ..., xn) , Rn
T = {(x, t) : x ∈ Rn, 0 < t ≤ T} and f(x, t) is

given function.
Equations with fractional derivatives are applied in studying of anomalous diffusion and various processes

in physics, mechanics, chemistry and engineering. The diffusion equation is a mathematical model of important
physical phenomena ranging from fractals (physical objects of fractional dimension, like some amorphous
semiconductors or strongly porous materials; see [6] and references therein). In normal diffusion (described
by the heat equation or more general parabolic equations) the mean square displacement of a diffusive particle
behaves like const · t for t → ∞ . A typical behavior for anomalous diffusion is const · tα , and this was the
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reason to invoke Equation (1.1), where this anomalous behavior is an easy mathematical fact. For connections
to statistical mechanics (see, [9, 19]).

It is natural from the physical point of view to consider a usual Cauchy problem, with the initial condition

u(x, 0) = Φ(x), on Rn, (1.2)

where Φ(x) is given.
The mathematical theory of fractional diffusion equations has made only its first steps. An expression

for the fundamental solution of the Cauchy problem (1.1), (1.2) was found independently by Schneider and
Wyss [23] and Kochubei [13]. It was also shown in [23] that the fundamental solution is nonnegative, which led
later [15, 24, 25, 29] to a probabilistic interpretation of Equation (1.1). In [23] only initial functions Φ ∈ S(Rn)

were considered. A more general situation was studied in [13] where Φ was permitted to be unbounded, with
minimal smoothness assumptions. There are also some results regarding initial-boundary value problems (see
[23, 28]).

For general problems (1.1), (1.2) in [13] a uniqueness theorem for bounded solutions, and an exact
uniqueness theorem (for the case n = 1) for solutions with a possible exponential growth were proved. There
are also several papers devoted to the Cauchy problem for abstract evolution equations (1.1) (it was [2–4, 7, 14],
and others).

Besides, [6] clarified an evolution equation with the regularized fractional derivative of an order α ∈ (0, 1)

with respect to the time variable, and a uniformly elliptic operator with variable coefficients acting in the spatial
variables. Such equations described diffusion on inhomogeneous fractals. A fundamental solution of the Cauchy
problem was constructed and investigated.

Many inverse problems to such equations arise in many branches of science and engineering. Some
inverse problems to diffusion equation with different unknown functions or parameters were investigated, for
example, in [22]. In particular, the article [1] was devoted to determination of a source term for a time
fractional diffusion equation with an integral type overdetermination condition. The article [17] demonstrated
the unique solvability for an inverse problem for semilinear fractional telegraph equation. [20] discussed an
inverse problem of determining spatial coefficient q(x), x ∈ Ω and/or order α of the fractional derivative
by data u|ω×(0,T ) , where ω ⊂ Ω is a subdomain. Some inverse problem of recovering a spatially varying
potential term in a one-dimensional time-fractional diffusion equation from the flux measurements taken at
a single fixed time corresponding to a given set of input sources (see, [10, 31]). Besides, [30] considered a
fractional diffusion equation (FDE)

(
CDα

t u
)
(x, t) = a(t)uxx with an undetermined time-dependent diffusion

coefficient a(t) . In [5], the uniqueness was obtained for a one-dimensional fractional diffusion equation:(
CDα

t u
)
(x, t) = ∂

∂x

(
p(x)∂u∂x (x, t)

)
, 0 < x < l , where 0 < α < 1 . In our case, multidimensional inverse

problem and [27] devoted to identifying a time-dependent source term in a multidimensional time-fractional
diffusion equation from boundary Cauchy data.

Our main problem is formulated as follows:
Inverse problem. Find the function q(x), x ∈ Rn in (1.1), if the solution to Cauchy problem (1.1),

(1.2) satisfies
T∫

0

u(x, t)χ(t)dt = g(x), x ∈ Rn, (1.3)
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where χ(t), g(x) are given.
In the present paper, we establish sufficient condition under which the solution of the inverse problem

(1.1)–(1.3) exists and is unique. For the case α = 1 , closely related results were obtained in [11].
As in [6], we call a function u(x, t) a classical solution to Cauchy problem (1.1) and (1.2), if:
(i) u(x, t) is twice continuously differentiable in x for each t > 0 ;
(ii) for each x ∈ Rn u(x, t) is continuous in t on [0, T ] , and its fractional integral

(I1−α
0+ u)(x, t) =

1

Γ(1− α)

t∫
0

(t− τ)−αu(x, τ)dτ

is continuously differentiable in t for t > 0 .
(iii) u(x, t) satisfies (1.1) and (1.2).
Let u(x, t) be a classical solution to the Cauchy problem (1.1), (1.2) and f, Φ, χ, g be enough smooth

functions. We carry out the next converting of the inverse problem (1.1)–(1.3). So that, denote
(
CDα

t u
)
(x, t)

by v = v(x, t), (x, t) ∈ Rn
T . Making Gerasimov–Caputo fractional derivative for Equation (1.1) once, we get(

CDα
t v

)
(x, t)−△v + q(x)v =

(
CDα

t f
)
(x, t), (x, t) ∈ Rn

T . (1.4)

Also, we can easily get the following initial condition by using (1.1) and (1.2):

v(x, 0) = △Φ(x)− q(x)Φ(x) + f(x, 0), x ∈ Rn. (1.5)

Later, we will investigate the last direct problem.
In this paper, we use Hölder space with corresponding norm conventional sense (see, e.g., [12, 16]).

Let C(Rn
T ), C(Rn

T ) be spaces of continuous functions on Rn
T , R

n

T , respectively. Everywhere in this paper we
will denote by Cl(Rn) a space of bounded continuous functions on Rn satisfying locally Hölder continuity
condition with exponent l ∈ (0, 1) . By Cl(Rn

T ) be space of bounded continuous functions f(x, t) on Rn
T

which for all t ∈ (0, T ] , satisfies Hölder continuity condition with respect to space variables x ∈ Rn , and
C2,α(Rn

T ) = {f ∈ C(Rn
T )| △f,

(
CDα

t f
)
(x, t) ∈ C(Rn)} . For a fixed t , the norm of the function φ(x, t) in

Cl(Rn) will be denoted by |φ|l(t) . The norm of a function φ(x, t) in Cl(Rn
T ) is defined by the equality

∥φ∥l := max
t∈[0,T ]

∣∣|φ|l(t)∣∣.
Let us introduce the set

Bd(0) := {q(x) ∈ Cl(Rn) : |q(x)|l ≤ d},

where d = const > 0 . In all the subsequent arguments, we assume that the functions appearing in the input
data of problem (1.1)–(1.3) satisfy the following conditions:

g(x) ∈ Cl+2(Rn), g(x) ≥ g0 > 0, g1 := |g|l+2; (1.6)

Φ(x) ∈ Cl+2(Rn), |Φ|l+2 ≤ φ0, x ∈ Rn, χ(t) ∈ C[0, T ], χ0 := max
t∈[0,T ]

|χ(t)|; (1.7)
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F (x) =

∫ T

0

f(x, t)χ(t)dt, F0 := sup
x∈Rn

|F (x)|. (1.8)

Besides, we will use the following useful inequality on Hölder spaces:

If f(x), g(x) ∈ Cl(Rn), then for all l ∈ (0, 1) we have ∥fg∥Cl(Rn) ≤ ∥f∥Cl(Rn)∥g∥Cl(Rn). (1.9)

2. Investigation of direct problem (1.1), (1.2)

In the paper [13] it was found the representation of the solution in terms of the fundamental solution to the
following Cauchy problem

CDα
t u−Bu(x, t) = F (x, t), x ∈ Rn, t ∈ (0, T ],

u
∣∣
t=0

= u0(x), x ∈ Rn,

where

B :=

n∑
i,j=1

aij(x)
∂2

∂xi∂xj
+

n∑
j=1

bj(x)
∂

∂xj
+ c(x)

is a uniformly second order elliptic differential operator with bounded continuous realvalued coefficients. In the
case B ≡ △ , where △ is n−dimensional laplacian, for any bounded continuous function u0(x) (locally Hölder
continuous, if n > 1) and any bounded continuous with respect to the both variables x, t and locally Hölder
continuous in x function F (x, t) , it has the form

u(x, t) =

∫
Rn

Z(x− ξ, t)u0(ξ)dξ +

∫ t

0

∫
Rn

Y (x− ξ, t− τ)F (ξ, τ)dξdτ, (2.1)

with

Z(x− y, t) = π−n/2|x− y|−nH2,0
1,2

[1
4
t−α|x− y|2

∣∣∣(1,α)
(n/2,1),(1,1)

]
,

Y (x− y, t− λ) = π−n/2|x− y|−n(t− λ)α−1H2,0
1,2

[1
4
(t− λ)−α|x− y|2

∣∣∣(α,α)
(n/2,1),(1,1)

]
,

where H is Fox’s H− function (see, [18]). Actually, Y (x, t) is the Riemann-Liouville derivative of Z(x, t) with
respect to t of the order 1 − α (for x ̸= 0, Z(x, t) → 0 as t → 0), so that the Riemann-Liouville derivative
coincides in this case with Grasimov-Caputo derivative, i.e. Y (x, t) =

(
D1−α

∗ Z
)
(x, t) , here Dα

∗Z(x, t) =

1
Γ(1−α)

d
dt

∫ t

0
Z(x, τ)(t− τ)−αdτ . Fractional derivatives DαZ(x, t) and Dα

∗Z(x, t) are jointed by the formula

(
CDα

t Z
)
(x, t) = Dα

∗Z(x, t) + Γ−1(1− α)t−αZ(x,+0).

Let us now look at the particular cases - solutions of classical equations. The fundamental solution of
classical diffusion equation for α = 1

Z(x, t) = π−n/2 |x|−n
H2,0

1,2

[
1

4
t−1|x|2

∣∣∣(1, 1)
(n/2,1/2),(1,1)

]
=

1

(4πt)n/2
e−

|x|2
4t ,

2253



DURDIEV and RAHMONOV/Turk J Math

and so D0
∗Z(x, t) ≡ Z(x, t) , then Z(x, t) = Y (x, t) (this also follows from determination the functions Z(x, t)

and Y (x, t)). Thus, for α = 1 , formula (2.1) becomes the formula [16] for the solution of the Cauchy problem
for the n−dimensional inhomogeneous classical heat conduction equations.

In (1.4), introducing the notation F (x, t) :=
(
CDα

t f
)
(x, t) − q(x)v(x, t) and applying the formula (2.1)

to direct problem (1.4), (1.5) for n ≥ 2 , we obtain the integral equation for determining v(x, t) :

v(x, t) = v̄0(x, t)−
∫
Rn

Z(x− ξ, t)Φ(ξ)q(ξ)dξ −
∫ t

0

dτ

∫
Rn

Y (x− ξ, t− τ)q(ξ)v(ξ, τ)dξ, (2.2)

where

v̄0(x, t) :=

∫
Rn

Z(x− ξ, t)
[
△Φ(ξ) + f(ξ, 0)

]
dξ +

∫ t

0

dτ

∫
Rn

Y (x− ξ, t− τ)
(
CDα

t f
)
(ξ, τ)dξ. (2.3)

The following assertion is hold:

Lemma 2.1 Assume that conditions (1.6)–(1.8) hold. If q(x) ∈ Cl(Rn) , f(x, t) ∈ Cl,1(Rn

T ) , Φ(x) ∈ C2+l(Rn) ,
then there exists a unique solution of the integral equation (2.2) v(x, t) ∈ C2,α(Rn

T ) , where Rn

T := {(x, t) : x ∈
Rn, 0 ≤ t ≤ T} , {l, α} ∈ (0, 1) .

Proof We use the method of successive approximations and consider the sequence of functions defined
recursively by the formulas:

vj(x, t) = −
∫ t

0

dτ

∫
Rn

Y (x− ξ, t− τ)q(ξ)vj−1(ξ, τ)dξ, j = 1, 2, . . . , (2.4)

where

v0(x, t) := v̄0(x, t)−
∫
Rn

Z(x− ξ, t)Φ(ξ)q(ξ)dξ.

Further, we need estimations for functions Z(x, t) , Y (x, t) and their some derivatives. Assume m = (m1, . . . ,mn)

is a multiindices with |m| = m1 + · · ·+mn and

Dm
x v =

∂|m|v

∂xm1
1 ∂xm2

2 ...∂xmn
n

, D0
xv = v.

Denote R = t−α|x|2 . Also, we will use the following estimates [6, 13] (here and below the letters C, σ

will denote various positive constants):
(i) if R ≥ 1 , then

|Dm
x Z(x, t)| ≤ Ct−

α(n+m)
2 e−σt

− α
2−α |x|

2
2−α

, |m| ≤ 3, (2.5)

∣∣CDα
t Z(x, t)

∣∣ ≤ Ct−
α(n+2)

2 e−σt
− α

2−α |x|
2

2−α
; (2.6)

(ii) if R ≤ 1x ̸= 0 , then

|Dm
x Z(x, t)| ≤ Ctα|x|−n+2−|m|, |m| ≤ 3, (2.7)
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if n ≥ 3, or n = 2, m ̸= 0;

|Z(t, x)| ≤ Ct−α[| log(t−α|x|2)|+ 1], (2.8)

if n = 2; ∣∣∣∣∂mZ(x, t)

∂xm

∣∣∣∣ ≤ Ct−
(m+1)α

2 , (2.9)

if n = 1 .
(iii) If R ≤ 1, x ̸= 0 , then

∣∣CDα
t Z(x, t)

∣∣ ≤

Ct−2α|x|−n+2, if n ≥ 3,

Ct−α[| log(t−α|x|2)|+ 1], if n = 2,

Ct−3α/2, if n = 1.

(2.10)

Note that the orders of the singularities at x = 0 in (2.7), (2.8) and (2.10) are precise.
The next expressions contains estimates of the function Y and its derivatives:
(i) If R ≥ 1 , then

|Dm
x Y (x, t)| ≤ Ct−

α(n+m)
2 −1+αe−σt

− α
2−α |x|

α
2−α ), |m| ≤ 3. (2.11)

(ii) If R ≤ 1, x ̸= 0, n > 4 , then

|Dm
x Y (x, t)| ≤ Ct−α−1|x|−n+4−|m|, |m| ≤ 3. (2.12)

(iii) If R ≤ 1, x ̸= 0, n = 4 , then

|Y (x, t)| ≤ Ct−α−1[| log(t−α|x|2)|+ 1], (2.13)

|DxY (x, t)| ≤ Ct−
3α
2 −1, (2.14)

|Dm
x Y (x, t)| ≤ Ct−2α−1[| log(t−α|x|2)|+ 1], |m| = 2, (2.15)

|Dm
x Y (x, t)| ≤ Ct−2α−1|x|−1[| log(t−α|x|2)|+ 1], |m| = 3. (2.16)

(iv) If R ≤ 1, x ̸= 0, n = 3 , then
|Y (x, t)| ≤ Ct−

α
2 −1, (2.17)

|DxY (x, t)| ≤ Ct−α−1, (2.18)

|Dm
x Y (x, t)| ≤ Ct−α−1|x|−1, |m| = 2, (2.19)

|Dm
x Y (x, t)| ≤ Ct−α−1|x|−2, |m| = 3. (2.20)
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(v) If R ≤ 1, x ̸= 0, n = 2 , then
|Y (x, t)| ≤ Ct−1, (2.21)

|DxY (x, t)| ≤ Ct−
α
2 −1, (2.22)

|Dm
x Y (x, t)| ≤ Ct−α−1[| log(t−α|x|2)|+ 1], |m| = 2, (2.23)

|Dm
x Y (x, t)| ≤ Ct−α−1|x|−1[| log(t−α|x|2)|+ 1], |m| = 3. (2.24)

(vi) If R ≤ 1, x ̸= 0, n = 1 , then

|Dm
x Y (x, t)| ≤ Ct−

(m−1)α
2 −1, m = 0, 1, 2, 3. (2.25)

Obtained estimations (2.5)–(2.25) are based on the asymptotic expansions of the H− functions and their
derivatives under the small and greater values of the argument (see, [18]). We also note that it follows from the
construction of the function Z(x, t) : ∫

Rn

Z(ξ, t)dξ = 1, (2.26)

and it is true the equality [13] ∫
Rn

Y (ξ, t)dξ = C0t
α−1, t ∈ (0, T ], (2.27)

where C0 depends only on n and α .
Set q0 := |q|l , φ0 := ∥Φ∥C2(Rn) and f0 := ∥f∥l . Using (2.4), (2.26), and (2.27), we estimate the modulus

of vj(x, t) in the domain Rn

T . Then, we obtain

|v0(x, t)| ≤ φ0 +
f0

Γ(2− α)
T 1−α + φ0q0 =: φ00,

|v1(x, t)| ≤ C0q0φ00

∫ t

0

(t− τ)α−1dτ = C0q0φ00
tα

α
= C0q0φ00

Γ(α)

Γ(1 + α)
tα,

|v2(x, t)| ≤

≤ φ00 (C0q0Γ(α))
2 1

Γ(1 + α)

1

Γ(α)

∫ t

0

ταdτ

(t− τ)1−α
= φ00 (C0q0Γ(α))

2 1

Γ(1 + α)
Iα0+t

α,

where Iα0+t
α is the Riemann-Liouville fractional integral of the power function tα and Γ(·) is the Euler’s gamma

function. It is not difficult to note (see, [12]) that the formula

Iα0+t
jα =

Γ(1 + jα)

Γ(1 + (j + 1)α)
t(1+j)α, j = 0, 1, 2, ...

is valid. In accordance with this formula we continue to estimate v2(x, t) :

|v2(x, t)| ≤ φ00

(
C0q0Γ(α)

)2
Γ(1 + α)

Iα0+t
α = φ00

(
C0q0Γ(α)

)2
Γ(1 + 2α)

t2α.
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For arbitrary j = 0, 1, 2, ... we have

|vj(x, t)| ≤ φ00

(
C0q0Γ(α)

)j
Γ(1 + jα)

tjα.

It follows from the above estimates that the series

v(x, t) =

∞∑
j=0

vj(x, t)

converges uniformly in Rn

T , since it can be majorized in Rn

T by the convergent numerical series

φ00

∞∑
j=0

(
C0q0Γ(α)T

α
)j

Γ(1 + jα)
.

This means the following estimate for the solution of the integral equation (2.2) takes place:

|v(x, t)| ≤ φ00

∞∑
j=0

(
C0q0Γ(α)T

α
)j

Γ(1 + jα)
= φ00Eα

(
C0q0Γ(α)T

α
)
=: M0, (x, t) ∈ Rn

T , (2.28)

where Eα(·) is the Mittag–Leffler function of a nonnegative real argument (see, [12]).
Note that v0(x, t) is the solution to the problem (1.1), (1.2) for q(x) ≡ 0 . Under the assumptions of

2.1 it is true that v0(x, t) ∈ C2,α(Rn

T ) . To prove this fact, let us write the integral in the left-hand side of
(2.3) as the sum v10(x, t) + v20(x, t) of two integrals corresponding to the decomposition Rn = Ω1 ∪ Ω2 where
Ω1 := {y ∈ Rn : |y − x0| ≥ tα} and Ω2 := Rn \ Ω1 , fixing x0 ∈ Rn .

If the point x lies in a small neighborhood x0, and y ∈ Ω1, then the value |x− y| is separated from

zero. Thus, to compute ∂2v1
0(x,t)

∂x2
j

we can differentiate under the integral sign, so that

∂2v10(x, t)

∂x2
j

=

∫
Ω1

∂2Z(x− ξ, t)

∂x2
j

[
△Φ(ξ) + f(ξ, 0)− Φ(ξ)q(ξ)

]
dξ+

+

∫ t

0

∫
Ω1

∂2Y (x− ξ, t− τ)

∂x2
j

(
CDα

t f
)
(ξ, τ)dξdτ,

j = 1, 2, ..., n, that is, v10(x, t) ∈ C2 (Ω1) .

To calculate ∂2v2
0(x,t)

∂x2
j

, note that estimations (2.7), (2.8), (2.12), (2.3), (2.15), (2.16), (2.19), (2.20), (2.23),

(2.24) for functions Z(t, x− ξ) , Y (t− τ, x− ξ) contain logarithmic singularity and it singularities of the type
|x−ξ|−k with exponent k > 0 . Consequently, such singularity will have integrals by Ω2 in estimation functions
∂v0(x,t)

∂xj
and ∂2v2

0(x,t)

∂x2
j

. From the theory of Newton potential it follows that improper integrals, having described

above singularities converge uniformly on x and define continuous function in Ω2 , if only k less than number
of the dimensions of the domain Ω2, i.e. k < n, n ≥ 2 [16]. It implies that the locally Hölder continuous of
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functions Φ, f in x, uniformly with respect to t , then it implies that the functions ∂u2
0(x,t)
∂xj

and ∂2v2
0(x,t)

∂x2
j

are

continuous in Ω2. Thus, v0(x, t) ∈ C2
(
Rn

T

)
.

Since the functions Z(x − ξ, t) , Y (x − ξ, t − τ) satisfy homogeneous equation, corresponding to (1.1),

then CDα
t v0(x, t) ∈ C2

(
Rn

T

)
. Therefore, v0(x, t) ∈ C2,α

(
Rn

T

)
. From (2.4) it follows vj(x, t) ∈ C2,α

(
Rn

T

)
for

all j = 1, 2, . . . . Then, according to the general theory of integral equations, this implies that the same property
will be possessed the function v(x, t) . The function thus constructed is a classical solution to the problem (1.1),
(1.2).

Let us derive an estimate for the norm of the difference between the solution of the original integral
equation (2.2) and the solution of this equation with perturbed functions q̃, f̃ and Φ̃. Let ṽ(x, t) be a solution
of the integral equation (2.2) corresponding to the functions q̃, f̃ and Φ̃ ; i.e.

ṽ(x, t) = ˜̄v0(x, t)−
∫
Rn

Z(x− ξ, t)Φ̃(ξ)q̃(ξ)dξ −
∫ t

0

dτ

∫
Rn

Y (x− ξ, t− τ)q̃(ξ)ṽ(ξ, τ)dξ, (2.29)

where in accordance with (2.3)

˜̄v0(x, t) :=

∫
Rn

Z(x− ξ, t)
[
△Φ̃(ξ) + f̃(ξ, 0)

]
dξ +

∫ t

0

dτ

∫
Rn

Y (x− ξ, t− τ)
(
CDα

t f̃
)
(ξ, τ)dξ. (2.30)

Composing the difference v− ṽ with the help of Equations (2.2) and (2.29), for it we obtain the integral equation

v(x, t)− ṽ(x, t) = v̄0(x, t)− ˜̄v0(x, t)−
∫
Rn

Z(x− ξ, t)
[
Φ(ξ)− Φ̃(ξ)

]
q̃(ξ)dξ−

−
∫
Rn

Z(x− ξ, t)Φ(ξ)
[
q(ξ)− q̃(ξ)

]
dξ −

∫ t

0

dτ

∫
Rn

Y (x− ξ, t− τ)
[
q(ξ)− q̃(ξ)

]
v(ξ, τ)dξ−

−
∫ t

0

dτ

∫
Rn

Y (x− ξ, t− τ)
[
v(ξ, τ)− ṽ(ξ, τ)

]
q̃(ξ)dξ,

from which, is derived the following linear integral inequality in |v(x, t)− ṽ(x, t)| :

|v(x, t)− ṽ(x, t)| ≤ |v̄0(x, t)− ˜̄v0(x, t)|+ q̃0|Φ− Φ̃|l +
[
φ0 + C0M0

Tα

α

]
|q − q̃|l +

+q̃0

∫ t

0

∫
Rn

Y (x− ξ, t− τ) |v(ξ, τ)− ṽ(ξ, τ)| dξdτ, (2.31)

where q̃0 := |q̃|l . It follows from the equalities (2.3) and (2.30) the estimate

|v0(x, t)− ṽ0(x, t)| ≤ |Φ− Φ̃|l +
(
1 + C0

Tα

α

)
∥f − f̃∥l.

Let λ = λ (α, T, q0, φ0, f0) = max
{
1 + q̃0, 1 + C0

Tα

α , φ0 + C0M0
Tα

α

}
. Applying the successive approx-

imation method to inequality (2.31) with the help of the scheme

∣∣v(x, t)− ṽ(x, t)
∣∣
0
≤ λ

(
|Φ− Φ̃|l + ∥f − f̃∥l + |q − q̃|l

)
,
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|v(x, t)− ṽ(x, t)|j ≤ q̃0

∫ t

0

∫
Rn

Y (x− ξ, t− τ) |v(ξ, τ)− ṽ(ξ, τ)|j−1 dξdτ, j = 1, 2, ...,

we arrive at the estimate

|v(x, t)− ṽ(x, t)| ≤ λM0

(
|Φ− Φ̃|l + ∥f − f̃∥l + |q − q̃|l

)
, (2.32)

which will be used in the next section of the paper. Indeed the expression (2.32) is the stability estimate for
the solution to the Cauchy problem (1.1) and (1.2). The uniqueness for this solution follows from (2.32). 2

3. Existence and uniqueness of the solution of the inverse problem (1.1)-(1.3)

Let us consider the inverse problem (1.1)–(1.3) and obtain an operator equation for the coefficient q(x) . Thus,
let q(x) be an arbitrary function from Cl(Rn) . Let us multiply Eq. (1.1) by χ(t) and integrate over the
closed interval [0, T ] . Taking into account conditions (1.2), (1.3), and (2.2) integral equation, and assumptions
(1.6)–(1.8), we obtain the next relation

q(x) = q0(x) +
1

g(x)

∫ T

0

χ(t)dt

∫
Rn

Z(x− ξ, t)Φ(ξ)q(ξ)dξ+

+
1

g(x)

∫ T

0

χ(t)dt

∫ t

0

dτ

∫
Rn

Y (x− ξ, t− τ)q(ξ)v(ξ, τ)dξ, (3.1)

where

q0(x) :=
1

g(x)

[
F (x) +△g(x)−

∫ T

0

χ(t)v̄0(x, t)dt
]
.

Let us introduce the nonlinear operator A : Cl(Rn) → Cl(Rn), l ∈ (0, 1) by the formula

A(q) = q0(x) +
1

g(x)

∫ T

0

χ(t)dt

∫
Rn

Z(x− ξ, t)Φ(ξ)q(ξ)dξ+

+
1

g(x)

∫ T

0

χ(t)dt

∫ t

0

dτ

∫
Rn

Y (x− ξ, t− τ)q(ξ)v(ξ, τ)dξ, (3.2)

where v(x, t) is defined by (2.2), that is solution of the direct problem (1.4), (1.5) with coefficient q(x) ∈ Cl(Rn)

in Eq. (1.4).
In view of conditions (1.6)–(1.8), the operator A acts from Cl(Rn) to Cl(Rn) , and relation (3.2) can be

rewritten as
q = A(q). (3.3)

Lemma 3.1 Assume that conditions (1.6)–(1.8) hold. Then, for all q(x) ∈ Cl(Rn) , the following estimate
holds:

A(q) ≤ d0, (3.4)

where

d0 :=
1

g0

[
F0 + g1 + χ0M0T + q0χ0T

(
φ0 + C(α)M0T

α
)]

. (3.5)
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Proof Estimate (3.4) is a direct consequence of the definition of the operator A , conditions (1.6)–(1.8), and
estimate (2.28). 2

Lemma 3.2 Suppose that conditions (1.6)-(1.8) hold. Then the operator A is continuous on the set Bd for
all d > 0 .

Proof Let q(1)(x), q(2)(x) ∈ Bd , and let v(1)(x, t) and v(2)(x, t) be the corresponding solutions of the direct
problem (1.4), (1.5). Set

v̂(x, t) = v(1)(x, t)− v(2)(x, t), q̂(x) = q(1)(x)− q(2)(x).

For these functions, the following relations hold:(
CDα

t v̂
)
(x, t)−△v̂ + q(1)(x)v̂ = −v(2)(x, t)q̂(x), (x, t) ∈ Rn

T ,

v̂(x, 0) = −q̂(x)Φ(x), x ∈ Rn.

According to the (2.2), we have

|v̂(x, t)| ≤
(
φ0 + C(α)M1T

α
)
eC(α)Tαd|q̂|l, (x, t) ∈ R̄n

T . (3.6)

On the other hand, taking into account the definition of the operator A in (3.2), we obtain

|A(q(1))−A(q(2))|l ≤ χ0

g0
T
(
φ0 + C1(α)M1T

α
)
|q̂|l + χ0

g0
C1(α)q0T

α+1∥v̂∥α. (3.7)

It follows from (3.6) and (3.7) that

|A(q(1))−A(q(2))|l → 0 for |q(1) − q(2)|l → 0.

The lemma is proved. 2

Lemma 3.3 Let conditions (1.6)-(1.8) hold. Let d > 0 be arbitrary. Then the operator A is a completely
continuous operator on the set Bd .

Proof The assertion of the lemma is a direct consequence of estimate (2.28), the compactness of the embedding
of the space Cl(R̄n

T )) in C(Rn
T ) , the definition of the operator A , and 3.2. 2

Theorem 3.4 Let conditions (1.6)–(1.8) and inequality (3.4) hold. Then there exists a solution q(x) of the
inverse problem (1.1)-(1.3), with q(x) satisfying the estimate

q(x) ≤ d0, (3.8)

where d0 is from (3.5).

Proof By 3.1-3.3, the operator A is a completely continuous operator taking the set Bd0 into itself. Therefore,
by Schauder’s fixed point theorem (see [26], Chap. 8, Sec. 35), there exists a solution q(x) of Eq. (3.3) belonging
to the set Bd0

such that q(x) satisfies estimate (3.8). 2

2260



DURDIEV and RAHMONOV/Turk J Math

Theorem 3.5 Let conditions (1.6)–(1.8) hold. Let M0 be the constant from estimate (2.28). Suppose that

M∗ < g0, (3.9)

where M∗ := Tχ0φ0+C1(α)q0M0T
α+1+C0(α)M1T

α . Then the inverse problem (1.1)–(1.3) cannot have more
than one solution.

Proof Suppose that there exist two different solutions of the inverse problem (1.1)–(1.3)), namely, the pairs
{u(1)(x, t), q(1)(x)} and {u(2)(x, t), q(2)(x)} . Then, necessarily,

q(1)(x) ̸≡ q(2)(x). (3.10)

Note that, by the assumptions of 3.5, the functions u(1)(x, t) and u(2)(x, t) satisfy estimate (2.28) with
constant M0 satisfying condition (3.10). Set

U(x, t) := u(1)(x, t)− u(2)(x, t), Q(x) := q(1)(x)− q(2)(x).

Then this pair of functions satisfies the relations(
CDα

t U
)
(x, t)−△U + q(1)(x)U = −Q(x)u(2)(x, t), in Rn

T , (3.11)

U(x, 0) = 0, on Rn. (3.12)

∫ T

0

U(x, t)χ(t)dt = 0, x ∈ Rn. (3.13)

Multiplying (3.12) by χ(t) and integrating over t between 0 and T , taking into account proposition, we
obtain the relation

Q(x) =
1

g(x)

∫ T

0

[
△U(x, t)−

(
CDα

t U
)
(x, t)

]
dt. (3.14)

Then, using results from (2.28), (2.32) applied to problem (3.6), (3.12), (3.13), and relation (3.14) implies the
inequality

|Q(x)|l ≤ M∗

g0
|Q(x)|l. (3.15)

In view of assumption (3.10), it follows (3.15) that Q(x) ≡ 0 in Rn , which contradicts (3.11).
The theorem is proved. 2

4. Conclusion
We showed the existence and uniqueness of the solution of the direct problem using the method of successive
approximations. Besides, the inverse problem has been shown to be of a similar character such a direct problem
using by Schauder principle.

Acknowledgment
The authors are grateful for the anonymous referees for their constructive comments.
This research received no external funding.

2261



DURDIEV and RAHMONOV/Turk J Math

References

[1] Aleroev TS, Kirane M, Malik SA. Determination of a source term for a time fractional diffusion equation with an
integral type overdetermination condition. Electronic Journal of Differential Equations 2013; 270: pp. 1-16.

[2] Baeumer B, Meerschaert M. Stochastic solutions for fractional Cauchy problems. Fractional Calculus and Applied
Analysis 2001; 4: pp. 481-500.

[3] Bazhlekova E. The abstract Cauchy problem for fractional evolution equation. Fractional Calculus and Applied
Analysis 1998; 1: pp. 255-270.

[4] Bazhlekova E. Fractional Evolution Equations in Banach Spaces. Dissertation, Technische Universiteit Eindhoven,
2001.

[5] Cheng J, Nakagawa J, Yamamoto M, Yamazaki T. Uniqueness in an inverse problem for a one-dimensional fractional
diffusion equation. Inverse Problems 2009; 25: 115002.

[6] Eidelman SD, Kochubei AN. Cauchy Problem for Fractional Diffusion Equations. Journal of Differential Equations
2004; 199: pp. 211-255.

[7] El-Sayed AM. Fractional order evolution equations. Journal of Fractional Calculus and Applications 1995; 7: pp.
89-100.

[8] Gorenflo R, Mainardi F. Fractional calculus: Integral and differential equations of fractional order. In: A. Carpinteri
and F. Mainardi (Eds): Fractals and Fractional Calculus in Continuum Mechanics. Springer Verlag, Wien and New
York, 1997: pp. 223-276.

[9] Gorenflo R, Mainardi F, Moretti D, Paradisi P. Time fractional diffusion: A discrete random walk approach.
Nonlinear Dynamics 2002; 29: pp. 129-143.

[10] Jin B, Rundell W. An inverse problem for a one-dimensional time-fractional diffusion problem. Inverse Problems
2012; 28: 075010.

[11] Kamynin VL. The inverse problem of determining the lower-order coefficient in parabolic equations with integral
observation. Mathematical Notes 2013; 94: pp. 205-213.

[12] Kilbas AA, Srivastava HM, Trujillo JJ. Theory and application of fractional differetial equations. North-Holland
Mathematical Studies, Amsterdam: Elsevier, 2006.

[13] Kochubei AN. Fractional-order diffusion. Differential Equations 1990; 26: pp. 485-492.

[14] Kochubei AN. A Cauchy problem for evolution equations of fractional order. Differential Equations 1989; 25: pp.
967-974.

[15] Kolsrud T. On a class of probabilistic integrodifferential equations. In: Ideas and Methods in Mathematics and
Physics. Memorial Volume Dedicated to Raphael Hegh-Krohn, Cambridge University Press, 1992; 1: pp. 168-172.

[16] Ladyzhenskaya OA, Solonnikov VA, Ural’tseva NN. Linear and quasilinear equations of parabolic type, Moscow:
Nauka, 1967; English translation: American Mathematical Society, Providence, Rhode Island, 1968.

[17] Lopushanska HP, Rapita V. Inverse coefficient problem for the semi-linear fractional telegraph equation. Electronic
Journal of Differential Equations 2015; 153: pp. 1-13.

[18] Mathai AM, Saxena RK, Haubold HJ. The H− function: Theory and Application Springer, Berlin/Heidelberg,
2010.

[19] Meerschaert MM, Benson DA, Scheffler HP, Baeumer B. Stochastic solutions of space-time fractional diffusion
equations. Physical Review E 2002; 65: pp. 1103-1106.

[20] Miller L, Yamamoto M. Coefficient inverse problem for a fractional diffusion equation. Inverse Problems 2013; 29:
075013.

[21] Podlubny I. Fractional Differential Equations. An Introduction to Fractional Derivatives, Fractional Differential
Equations, Some Methods of Their Solution and Some of Their Applications. Academic Press, San Diego-Boston-
New York-London-Tokyo-Toronto, 1999.

2262



DURDIEV and RAHMONOV/Turk J Math

[22] Povstenko Y. Theories of thermal stresses based on space-time-fractional telegraph equations. Computers and
Mathematics with Applications 2012; 64: pp. 3321-3328.

[23] Schneider WR, Wyss W. Fractional diffusion and wave equations. Journal of Mathematical Physics 1989; 30: pp.
134-144.

[24] Schneider WR. Fractional diffusion. Lecture Notes in Physics 1990; 355: pp. 276-286.

[25] Schneider WR. Ideas and Methods in Mathematics and Physics. Memorial Volume Dedicated to Raphael Hegh-
Krohn, Cambridge University Press, 1992; 1: pp. 261-282.

[26] Trenogin VA. Functional Analysis. Nauka, Moscow, 1980. [In Russian].

[27] Wei T, Li XL, Li YS. An inverse time-dependent source problem for a time-fractional diffusion equation. Inverse
Problems 2016; 32: 085003.

[28] Wyss W. The fractional diffusion equation. Journal of Mathematical Physics 1986; 27: pp. 2782-2785.

[29] Yor M. W. Schneider’s grey noise and fractional Brownian motion. In: Proc. Easter Meeting on Probability,
Edinburgh, 1989.

[30] Zhang Zh. An undetermined coefficient problem for a fractional diffusion equation. Inverse Problems 2016; 32:
015011.

[31] Zhang Y, Xu X. Inverse source problem for a fractional diffusion equation. Inverse Problems 2011; 27: 035010.

2263


	Introduction: statement of the inverse problem
	Investigation of direct problem (1.1), (1.2)
	Existence and uniqueness of the solution of the inverse problem (1.1)-(1.3)
	Conclusion

