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#### Abstract

The paper focused on the mean curvature and totally geodesic property of the Reeb vector field $\xi$ on $(\alpha, \beta)$ trans-Sasakian manifold $M$ of dimension $(2 n+1)$ as a submanifold in the unit tangent bundle $T_{1} M$ with Sasaki metric $g_{S}$. We give an explicit formula for the norm of mean curvature vector of the submanifold $\xi(M) \subset\left(T_{1} M, g_{S}\right)$. As a byproduct, for the Reeb vector field, we get some known results concerning its minimality, harmonicity and the property to define a harmonic map. We prove that on connected proper trans-Sasakian manifold the Reeb vector field does not give rise to totally geodesic submanifold in $T_{1} M$. On $\alpha$-Sasakian the Reeb vector field is totally geodesic only if $\alpha=1$. On $\beta$-Kenmotsu manifold the Reeb vector field is totally geodesic if and only if $\nabla \beta=\frac{\beta^{2}\left(1+\beta^{2}\right)}{1-\beta^{2}} \xi$. If $M$ is compact, then $\beta=0$.
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## 1. Introduction

A unit vector field $\xi$ on the Riemannian manifold $(M, g)$ defines a mapping $\xi: M \rightarrow T_{1} M$ into a unit tangent bundle $T_{1} M$. The canonic Riemannian metric $g_{S}$ (the Sasakian one) on the tangent bundle $T M$ gives rise to Riemannian metric on the image $\xi(M) \subset T_{1} M \subset T M$. In this way $\xi(M)$ endowed with the intrinsic and extrinsic geometry. If $\xi$ is globally defined, then $\xi$ is called minimal if $\xi(M)$ has minimal volume under variation of the vector field. H. Gluck and W. Ziller [9] proved that the Hopf vector field on $S^{3}$ is minimal within a class of vector field variations. O. Gil-Medrano [7] proved that if $\xi$ is minimal under vector field variations, then it is minimal under variations of general type. In other words, minimality of $\xi$ is equivalent to minimality of $\xi(M) \subset\left(T_{1} M, g_{S}\right)$ as a submanifold. It follows that minimality of $\xi(M)$ make sense even if $\xi$ is defined locally. The necessary and sufficient conditions on the vector field to be (locally) minimal was found in $[7,8]$ in terms of hard-to-check equations. Nevertheless, by using of this criteria a number of examples of minimal unit vector fields were found (see, e.g., [10], [11], [16]). In a wider scope we say that $\xi$ is minimal/totally geodesic/constant mean curvature if $\xi(M) \subset\left(T_{1} M, g_{S}\right)$ possesses the same property; the vector field $\xi$ is called of constant sectional curvature if $\xi(M) \subset\left(T_{1} M, g_{S}\right)$ is of constant sectional curvature, etc. A little number of examples of the vector field of constant mean curvature [21] and constant sectional curvature [22] was found.

From the other point of view a unit vector field can be considered as a (nonisometric in general) mapping

[^0]$\xi:(M, g) \rightarrow\left(T_{1} M, g_{S}\right)$. So one can assign to $\xi$ a tension of mapping in a sense of J. Eells and L. Lemaire [4]. It was proved that the tension of mapping $\xi:(M, g) \rightarrow\left(T_{1} M, g_{S}\right)$ can be expressed in terms of the rough Laplacian $\bar{\Delta} \xi$ and $\rho_{\xi}(X)=\operatorname{trace}\left(Y \rightarrow R\left(\xi, \nabla_{Y} \xi\right) X\right)$. A unit vector field is said to be harmonic [20], if $\bar{\Delta} \xi=|\nabla \xi|^{2} \xi$. It defines a harmonic map if, in addition, $\rho_{\xi}(X)=0$ for all $X \in \mathscr{X}(M)$.

Minimality and harmonicity for the Hopf vector fields on $S^{2 n+1}$ was proved in [17] and their totally geodesic property was proved in [23], minimality of the characteristic/Reeb vector field of the Sasakian structure was proved in [8]. Minimal or harmonic properties of the characteristic vector field on general or threedimensional contact metric manifolds was treated in [11]. All minimal left-invariant unit vector fields on 3dimensional Lie groups with a left-invariant metric was described in[16] and subclass of the fields with totally geodesic property was separated in [27]. All harmonic left-invariant unit vector fields which define a harmonic map was found by J.C. González- avila and L. Vanhecke [12]. The totally geodesic (local) unit vector fields on 2-dimensional manifolds was described in [25].

It happened that in case of 3-dimensional Lie group the totally geodesic left-invariant unit vector field defines an almost contact structure on the group. A wide class of so-called ( $\alpha, \beta$ ) trans-Sasakian almost contact metric manifolds was introduced by J.A. Oubiña [15]. The ( $\alpha, 0$ ) - structure is called $\alpha$-Sasakian. The 1 -Sasakian structure is called Sasakian [1], the 0-Sasakian structure is called cosymplectic [5]. The ( $0, \beta$ )structure is called $\beta$ - Kenmotsu, the 1 -Kenmotsu structure is called Kenmotsu [13]. The $(\alpha \neq 0, \beta \neq 0)$ trans-Sasakian manifold is called the proper one.

Harmonic properties of the almost contact structures including $\alpha$-Sasakian, $\beta$-Kenmotsu and $(\alpha, \beta)$ trans-Sasakian structure in case of $\operatorname{dim}(M) \geq 5$ was considered by E. Vergara-Diaz and C. M. Wood in [18]. As byproduct, the authors reproved J.C. Marrero result [14] stating that if $\operatorname{dim}(M) \geq 5$, then the manifold is either $\alpha$-Sasakian with $\alpha=$ const or $\beta$-Kenmotsu. The 3 -dimensional proper trans-Sasakian case was treated in[19]. The minimality, harmonicity of the Reeb vector field, its property to define a harmonic map and their interactions was clarified in details.

In this paper we focus on mean curvature of the Reeb vector field and its totally geodesic property by using the explicit expression for the second fundamental form of the submanifold $\xi(M) \subset\left(T_{1} M, g_{S}\right)$ and explicit expression for its mean curvature vector. We also treat the interaction between the second fundamental form of mapping $\xi: M \rightarrow\left(T_{1} M, g_{S}\right)$ and the second fundamental form of $\xi(M) \subset\left(T_{1} M, g_{S}\right)$ in case of $(\alpha, \beta)$ trans-Sasakian structure. As a byproduct we reprove the results of E. Vergara-Diaz and C. M. Wood [18], Y. Wang [19] concerning minimal and harmonic properties.

The main results are the following Theorems.
Theorem 3.1 The norm of the mean curvature vector $H_{\xi}$ for the Reeb vector field $\xi$ on $(\alpha, \beta)$ transSasakian manifold of $\operatorname{dim} M=2 n+1$ is of the form

$$
\left|H_{\xi}\right|=\frac{\left|\left(1+\alpha^{2}+\beta^{2}\right)\left(\varphi^{2} \nabla \alpha-\varphi \nabla \beta\right)+(n-1) \varphi^{2}\left(\alpha \nabla\left(\alpha^{2}+\beta^{2}\right)+\beta \varphi \nabla\left(\alpha^{2}+\beta^{2}\right)\right)\right|}{(2 n+1)\left(1+\alpha^{2}+\beta^{2}\right)^{3 / 2}} .
$$

As a consequence, we get

- if $\operatorname{dim}(M)>3$, then $\beta=0$ and $\alpha=$ const and hence $\left|H_{\xi}\right|=\frac{\left(1+(2 n-1) \alpha^{2}\right)}{(2 n+1)\left(1+\alpha^{2}\right)^{3 / 2}}\left|\varphi^{2} \nabla \alpha\right|=0$;
- if $\operatorname{dim}(M)>3$ and $\alpha=0$, then $\left|H_{\xi}\right|=\frac{\left(1+(2 n-1) \beta^{2}\right)}{(2 n+1)\left(1+\beta^{2}\right)^{3 / 2}}|\varphi \nabla \beta|$;
- if $\operatorname{dim}(M)=3$, then $\left|H_{\xi}\right|=\frac{\left|\varphi^{2} \nabla \alpha-\varphi \nabla \beta\right|}{3 \sqrt{1+\alpha^{2}+\beta^{2}}}$.

It is worthwhile to mention that if $\alpha^{2}+\beta^{2}=$ const on 3-dimensional compact simply connected trans-Sasakian manifold, then it is homothetic to Sasakian manifold [3] with $\alpha=$ const and hence $\left|H_{\xi}\right|=0$.

Theorem 3.4 The Reeb vector field on connected ( $\alpha, \beta$ ) trans-Sasakian manifold $M$ gives rise to totally geodesic submanifold $\xi(M) \subset\left(T_{1} M, g_{S}\right)$ only in the following cases

- $\beta=0, \alpha=1$ and hence $M$ is Sasakian or $\beta=0, \alpha=0$ and hence $M$ is cosymplectic;
- $\alpha=0$ and $\nabla \beta=\frac{\beta^{2}\left(\beta^{2}+1\right)}{1-\beta^{2}} \xi$. If $\beta=$ const or $M$ is compact, then $\beta=0$ and hence $M$ is cosymplectic.

The paper is organized as follows. Section 2 contains necessary general facts on geometry of unit vector fields and necessary facts from the geometry of trans-Sasakian manifolds. Section 3 contains the proofs of main results. Section 4 contains some remarks concerning interrelations between minimal and harmonic properties of the Reeb vector field, applications of general results on totally geodesic unit vector fields to the Reeb vector field of ( $\alpha, \beta$ ) trans-Sasakian manifold.

## 2. Basic definitions

### 2.1. Unit vector field as a mapping $\xi: M \rightarrow T_{1} M$

Denote by $g_{S}$ the Sasaki metric on the tangent bundle $T M$ of the Riemannian manifold ( $M, g$ ) (see, e.g., [1], Section 9 for details). Denote by $\mathscr{X}(M)$ the Lie algebra of smooth vector fields on $M$. There exists a special tangent frame on $T M$ consisting of so-called vertical $(\cdot)^{v}$ and horizontal $(\cdot)^{h}$ lifts of vector fields on $M$. The vertical lift is tangent to the fiber of $T M$ while the horizontal is transverse to the fiber. In term of lifts the Sasaki metric completely define by scalar products

$$
g_{S}\left(X^{h}, Y^{h}\right)=g(X, Y), \quad g_{S}\left(X^{h}, Y^{v}\right)=0, \quad g_{S}\left(X^{v}, Y^{v}\right)=g(X, Y)
$$

for any vector fields $X, Y \in \mathscr{X}(M)$. The vertical and horizontal distributions are mutually orthogonal with respect to Sasaki metric. At each point $(q, \xi) \in T_{1} M$ the vertical lift $\xi^{v}$ is a unit normal to the hypersurface $T_{1} M \subset T M$ which is defined by equation $g(\xi, \xi)=1$.

The second fundamental form of the submanifold $\xi(M) \subset\left(T_{1} M, g_{S}\right)$ is closely related to the second fundamental form of mapping $\xi: M \rightarrow\left(T_{1} M, g_{S}\right)$ but is not the same.

Define the $\xi$-orthogonal distribution by $\mathcal{D}_{\xi}=\{X \mid g(X, \xi)=0\}$. The so-called Nomizu operator for a unit vector field $\xi$ is defined by

$$
\begin{equation*}
A_{\xi} X=-\nabla_{X} \xi \tag{2.1}
\end{equation*}
$$

Evidently, $A_{\xi}: \mathscr{X}(M) \rightarrow \mathcal{D}_{\xi}$. The conjugate (transposed) Nomizu operator is defined in a standard way by

$$
\begin{equation*}
g\left(A_{\xi}^{t} X, Y\right)=g\left(X, A_{\xi} Y\right) \tag{2.2}
\end{equation*}
$$

The tangent bundle of $\xi(M)$ is generated by differential $\xi_{*}: T M \rightarrow T\left(T_{1} M\right)$ acting as

$$
\begin{equation*}
\xi_{*} X=X^{h}-\left(A_{\xi} X\right)^{v} \tag{2.3}
\end{equation*}
$$

for all $X \in \mathscr{X}(M)$.
The Sasaki metric on $T_{1} M$ gives rise to Riemannian metric on $\xi(M)$ by

$$
g_{S}\left(\xi_{*} X, \xi_{*} Y\right)=g(X, Y)+g\left(A_{\xi} X, A_{\xi} Y\right)
$$

The normal bundle of $\xi(M)$ is defined [23] by mapping $n: \mathcal{D}_{\xi} \rightarrow T_{1} M$ acting as

$$
\begin{equation*}
n(Z)=\left(A_{\xi}^{t} Z\right)^{h}+(Z-g(Z, \xi) \xi)^{v} \tag{2.4}
\end{equation*}
$$

for all $Z \in \mathscr{X}(M)$. In this way (2.3) and (2.4) define tangent and normal framing for $\xi(M) \subset T_{1} M$.
In general a second fundamental form of a smooth mapping $f:(M, g) \rightarrow(N, h)$ is defined by

$$
B_{f}(X, Y)=\nabla_{f_{*} X}^{f}\left(f_{*} Y\right)-f_{*}\left(\nabla_{X}^{g} Y\right)
$$

where $\nabla^{f}$ is the Levi-Civita connection on $f(M) \subset N$ induced by $h$ and $\nabla^{g}$ is the Levi-Civita connection on $M$. The tension field $\tau(f)$ of the mapping $f$ is defined by $\tau(f)=\operatorname{trace}\left(B_{f}\right)=\sum B_{f}\left(e_{i}, e_{i}\right)$ with respect to the orthonormal frame. The mapping $f(M, g) \rightarrow(N, h)$ is said to be harmonic if $\tau(f)=0$.

In application to the unit vector field, the second fundamental form of the mapping $\xi:(M, g) \rightarrow\left(T_{1} M, g_{S}\right)$ is

$$
\begin{equation*}
B_{\xi}(X, Y)=\frac{1}{2}\left(R\left(A_{\xi} X, \xi\right) Y+R\left(A_{\xi} Y, \xi\right) X\right)^{h}+\left.\frac{1}{2}\left(\left(\nabla^{2} \xi\right)(X, Y)+\left(\nabla^{2} \xi\right)(Y, X)\right)^{v}\right|_{\mathcal{D}_{\xi}^{v}} \tag{2.5}
\end{equation*}
$$

where $\left(\nabla^{2} \xi\right)(X, Y)=X^{i} Y^{j} \nabla_{i} \nabla_{j} \xi=\nabla_{X} \nabla_{Y} \xi-\nabla_{\nabla_{X} Y} \xi$ and $(\downarrow)$ means projection on $\mathcal{D}_{\xi}^{v}=\left\{Z^{v} \mid Z \in \mathcal{D}_{\xi}\right\}$. A unit section $\xi:(M, g) \rightarrow\left(T_{1} M, g_{S}\right)$ defines a harmonic map if $\operatorname{trace}\left(B_{\xi}\right)=0$.

The $-\operatorname{trace}\left(\nabla^{2} \xi\right)$ is known as the rough Laplacian $\bar{\Delta} \xi$. Therefore, it is natural to say that $-\frac{1}{2}\left(\left(\nabla^{2} \xi\right)(X, Y)+\right.$ $\left.\left(\nabla^{2} \xi\right)(Y, X)\right)$ is a rough Hessian for $\xi$. It is easy to see, that $-\left(\nabla^{2} \xi\right)(X, Y)=\left(\nabla_{X} A_{\xi}\right) Y$ and we define $\xi$-rough Hessian by [23]

$$
\operatorname{Hess}_{\xi}(X, Y)=\frac{1}{2}\left(\left(\nabla_{X} A_{\xi}\right) Y+\left(\nabla_{Y} A_{\xi}\right) X\right)
$$

Introduce a tensor field [23]* by

$$
\begin{equation*}
H m_{\xi}(X, Y)=\frac{1}{2}\left(R\left(\xi, A_{\xi} X\right) Y+R\left(\xi, A_{\xi} Y\right) X\right) \tag{2.6}
\end{equation*}
$$

So we may write

$$
-B_{\xi}(X, Y)=\left(\operatorname{Hm}_{\xi}(X, Y)\right)^{h}+\left(\operatorname{Hess}_{\xi}(X, Y)\right)^{v} \downarrow_{\mathcal{D}_{\xi}^{v}}
$$

and as a consequence

$$
-\tau(\xi)=\left(\operatorname{trace}\left(H m_{\xi}\right)\right)^{h}+(\bar{\Delta} \xi)^{v} \downarrow_{\mathcal{D}_{\xi}^{v}}
$$

[^1]A unit vector field is said to be harmonic [20] if

$$
\begin{equation*}
\bar{\Delta} \xi=\left|A_{\xi}\right|^{2} \xi \tag{2.7}
\end{equation*}
$$

where $\left|A_{\xi}\right|^{2}=\sum_{i}\left|A_{\xi} e_{i}\right|^{2}$ with respect to some orthonormal frame.
It is clear now that $\xi$ defines a harmonic map $\xi:(M, g) \rightarrow\left(T_{1} M, g_{S}\right)$ if and only if $\xi$ is harmonic and

$$
\begin{equation*}
\text { trace } H m_{\xi}=0 \tag{2.8}
\end{equation*}
$$

In what follows we refer to (2.6) as to $\xi$-harmonicity tensor.
As it was proved in [23], the second fundamental form of the submanifold $\xi(M) \subset T_{1} M$ with respect to normal vector field (2.4) can be expressed in terms of rough Laplacian and the $\xi$-harmonicity tensor as follows:

$$
\tilde{\Omega}_{n(Z)}\left(\xi_{*} X, \xi_{*} Y\right)=g\left(\operatorname{Hess}_{\xi}(X, Y)+A_{\xi} H_{\xi}(X, Y), Z\right)
$$

where $Z \in \mathcal{D}_{\xi}$. It follows [23] that $\xi(M) \subset T_{1} M$ is totally geodesic if and only if

$$
\begin{equation*}
\Omega_{\xi}(X, Y)=\operatorname{Hess}_{\xi}(X, Y)+A_{\xi} H m_{\xi}(X, Y)-g\left(A_{\xi} X, A_{\xi} Y\right) \xi=0 \tag{2.9}
\end{equation*}
$$

for all $X, Y \in \mathscr{X}(M)$.
The minimality conditions for the submanifold $\xi(M) \subset T_{1} M$ was found in [8] by using the variational approach. These conditions do not allow to get the expression for mean curvature vector of $\xi(M)$. An explicit expression for mean curvature of the $\xi(M)$ and, as a consequence, the alternative minimality conditions was found by using a singular frame for the Nomizu operator [23]. By dimension reasons, there always exists (at least locally) a unit vector field $e_{0}$ such that $A_{\xi} e_{0}=0$. Since $A_{\xi}^{t} \xi=0$, there exist the orthonormal frames $e_{0}, e_{1}, \ldots, e_{m}$ and $f_{0}=\xi, f_{1}, \ldots f_{m}$ such that

$$
A e_{i}=\lambda_{i} f_{i}, \quad A^{t} f_{i}=\lambda_{i} e_{i} \quad(i=0, \ldots, m)
$$

The functions $\lambda_{0}=0, \lambda_{1}, \ldots, \lambda_{m}$ are square roots of eigenvalues of symmetric $(1,1)$ tensor field $A_{\xi}^{t} A_{\xi}$. With respect to orthonormal frame

$$
n\left(f_{k}\right)=\frac{1}{\sqrt{1+\lambda_{i}}}\left(\lambda_{i} e_{k}^{h}+f_{k}^{v}\right) \quad(k=1, \ldots, m)
$$

the components of mean curvature vector takes the form [21]

$$
\begin{equation*}
H_{k \mid}=\frac{1}{(m+1) \sqrt{1+\lambda_{k}^{2}}}\left(\sum_{i=0}^{m} \frac{g\left(\left(\nabla_{e_{i}} A_{\xi}\right) e_{i}, f_{k}\right)+\lambda_{k} \lambda_{i} g\left(R\left(\xi, f_{i}\right) e_{i}, e_{k}\right)}{1+\lambda_{i}^{2}}\right) \quad(k=1, \ldots, m) \tag{2.10}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
H_{k \mid}=\frac{1}{(m+1) \sqrt{1+\lambda_{k}^{2}}}\left(\sum_{i=0}^{m} \frac{g\left(\left(\nabla_{e_{i}} A_{\xi}\right) e_{i}, f_{k}\right)+g\left(A_{\xi} R\left(\xi, A_{\xi} e_{i}\right) e_{i}, f_{k}\right)}{1+\lambda_{i}^{2}}\right) \quad(k=1, \ldots, m) \tag{2.11}
\end{equation*}
$$

where $R$ is the curvature tensor.
In case of the Reeb vector field on $\alpha$-Sasakian, $\beta$-Kenmotsu or $(\alpha, \beta)$ trans-Sasakian manifolds the totally geodesic equation (2.9) and expressions for the mean curvature (2.10), (2.11) become extremely simple.

### 2.2. Trans-Sasakian structure

According to D. Blair [1], an almost contact metric structure on a smooth differentiable manifold $\left(M^{2 n+1}, g\right)$ of dimension $2 n+1$ consists of a unit vector field $\xi$, $(1,1)$ tensor field $\varphi$ and 1-form $\eta$ such that

$$
\begin{gather*}
\varphi^{2}=-I+\eta \otimes \xi, \quad \varphi \xi=0, \quad \eta(\xi)=1, \quad \eta \circ \varphi=0  \tag{2.12}\\
g(\varphi X, \varphi Y)=g(X, Y)-\eta(X) \eta(Y), \quad \eta(X)=g(X, \xi) \tag{2.13}
\end{gather*}
$$

for all vector fields on the manifold. It easily follows that $\varphi$ is skew symmetric and

$$
\begin{equation*}
g(\varphi X, Y)=-g(X, \varphi Y), \quad \varphi^{t}=-\varphi \tag{2.14}
\end{equation*}
$$

and orthogonal being restricted on ker $\eta$

$$
\begin{equation*}
\left(\varphi^{t} \varphi\right) X=\left(\varphi \varphi^{t}\right) X=X \tag{2.15}
\end{equation*}
$$

for any $X \in \operatorname{ker} \eta$.
The unit vector field $\xi$ is called characteristic or the Reeb vector field of contact metric manifold. The almost contact metric structure is denoted by $(\varphi, \xi, \eta, g)$.

An almost contact metric structure $(\varphi, \xi, \eta, g)$ is called a trans-Sasakian $(\alpha, \beta)$-structure [15] if

$$
\begin{equation*}
\left(\nabla_{X} \varphi\right) Y=\alpha(g(X, Y) \xi-\eta(Y) X)+\beta(g(\varphi X, Y) \xi-\eta(Y) \varphi X) \tag{2.16}
\end{equation*}
$$

for some smooth functions $\alpha, \beta: M^{2 n+1} \rightarrow R$.
In trans-Sasakian manifold [6]

$$
\begin{gather*}
A_{\xi} X=-\nabla_{X} \xi=\alpha \varphi X-\beta(X-\eta(X) \xi)=\alpha \varphi X+\beta \varphi^{2} X,  \tag{2.17}\\
\left(\nabla_{X} \varphi\right) Y=\alpha(g(X, Y) \xi-\eta(Y) X)+\beta(g(\varphi X, Y) \xi-\eta(Y) \varphi X),  \tag{2.18}\\
\left(\nabla_{X} \eta\right) Y=-\alpha g(\varphi X, Y)+\beta g(\varphi X, \varphi Y)  \tag{2.19}\\
\left.R(X, Y) \xi=\left(\alpha^{2}-\beta^{2}\right)(\eta(Y) X-\eta(X) Y)\right)+2 \alpha \beta(\eta(Y) \varphi X-\eta(X) \varphi Y) \\
+Y(\alpha) \varphi X-X(\alpha) \varphi Y+Y(\beta) \varphi^{2} X-X(\beta) \varphi^{2} Y,  \tag{2.20}\\
R(\xi, Y) X=\left(\alpha^{2}-\beta^{2}\right)(g(Y, X) \xi-\eta(X) Y)+2 \alpha \beta(g(\varphi X, Y) \xi+\eta(X) \varphi Y) \\
+X(\alpha) \varphi Y-X(\beta) \varphi^{2} Y+g(\varphi X, Y) \nabla \alpha-g(\varphi Y, \varphi X) \nabla \beta  \tag{2.21}\\
R i c(\xi)=\varphi \nabla \alpha-\varphi^{2} \nabla \beta-2 n \nabla \beta+2 n\left(\alpha^{2}-\beta^{2}\right) \xi \tag{2.22}
\end{gather*}
$$

The functions $\alpha$ and $\beta$ are not independent $[6,18]$ but related by

$$
\begin{equation*}
\xi(\alpha)+2 \alpha \beta=0 \tag{2.23}
\end{equation*}
$$

## 3. Mean curvature and totally geodesic property of the Reeb vector field

We begin with simplification of (2.10) or (2.11) in application tho the Reeb vector field.
Lemma 3.1 The norm of the mean curvature vector $H_{\xi}$ for the Reeb vector field $\xi$ on $(\alpha, \beta)$ trans-Sasakian manifold is

$$
\left|H_{\xi}\right|=\frac{1}{(2 n+1)\left(1+\alpha^{2}+\beta^{2}\right)^{3 / 2}}\left|\varphi\left(\bar{\Delta} \xi+A_{\xi} \operatorname{trace}\left(H m_{\xi}\right)\right)\right|
$$

Proof To apply (2.11), let us find a singular frame. For the Nomizu operator we have $A_{\xi} \xi=0$ while for the restriction $A_{\xi}$ on $\mathcal{D}_{\xi}$ we have

$$
\left.A_{\xi}\right|_{\mathcal{D}_{\xi}}=\alpha \varphi-\beta I
$$

It follows

$$
\left.\left(A_{\xi}^{t} A_{\xi}\right)\right|_{\mathcal{D}_{\xi}}=(\alpha \varphi-\beta I)^{t}(\alpha \varphi-\beta I)=\alpha^{2} \varphi^{t} \varphi-\alpha \beta \varphi^{t}-\alpha \beta \varphi+\beta^{2} I=\left(\alpha^{2}+\beta^{2}\right) I,
$$

since $\varphi^{t}=-\varphi$ and $\varphi^{t} \varphi=I$. Therefore, the singular orthormal frame can be chosen by

$$
e_{0}=f_{0}=\xi,\left\{e_{i}\right\} \in \mathcal{D}_{\xi}, \quad f_{i}=\frac{1}{\sqrt{\alpha^{2}+\beta^{2}}}\left(\alpha \varphi e_{i}-\beta e_{i}\right) \quad(i=1, \ldots, 2 n)
$$

and all singular numbers $\lambda_{k}=\sqrt{\alpha^{2}+\beta^{2}}$. In this case the (2.11) simplifies to

$$
\begin{align*}
& H_{k \mid}=\frac{1}{(2 n+1)\left(1+\alpha^{2}+\beta^{2}\right)^{3 / 2}}\left(g\left(\bar{\Delta} \xi, f_{k}\right)+g\left(A_{\xi} \operatorname{trace}\left(H m_{\xi}\right), f_{k}\right)\right)= \\
& \frac{1}{(2 n+1)\left(1+\alpha^{2}+\beta^{2}\right)^{3 / 2}}\left(g\left(\bar{\Delta} \xi+A_{\xi} \operatorname{trace}\left(H m_{\xi}\right), f_{k}\right)\right) \tag{3.1}
\end{align*}
$$

Since the frame $\left\{f_{1}, \ldots, 2 n\right\}$ is orthonormal,

$$
\left|H_{\xi}\right|=\frac{1}{(2 n+1)\left(1+\alpha^{2}+\beta^{2}\right)^{3 / 2}}\left|\varphi\left(\bar{\Delta} \xi+A_{\xi} \operatorname{trace}\left(H m_{\xi}\right)\right)\right|
$$

Now we calculate the $\xi$-rough Hessian and $\xi$-harmonicity tensor.
Lemma 3.2 If $\xi$ is the Reeb vector field on $(\alpha, \beta)$ trans-Sasakian manifold, then

$$
\begin{align*}
& 2 \operatorname{Hess}_{\xi}(X, Y)=-[Y(\beta)+\left.\left(\alpha^{2}-\beta^{2}\right) \eta(Y)\right] X-\left[X(\beta)+\left(\alpha^{2}-\beta^{2}\right) \eta(X)\right] Y \\
& \quad+[Y(\alpha)-2 \alpha \beta \eta(Y)] \varphi X+[X(\alpha)-2 \alpha \beta \eta(X)] \varphi Y \\
&+ {\left[\left(X(\beta)-2 \beta^{2} \eta(X)\right) \eta(Y)+\left(Y(\beta)-2 \beta^{2} \eta(Y)\right) \eta(X)+2\left(\alpha^{2}+\beta^{2}\right) g(X, Y)\right] \xi }  \tag{3.2}\\
& 2{H m_{\xi}(X, Y)=-\left[\alpha Y(\alpha)+\beta Y(\beta)+\beta \eta(Y)\left(\alpha^{2}+\beta^{2}\right)\right] X-\left[\alpha X(\alpha)+\beta X(\beta)+\beta \eta(X)\left(\alpha^{2}+\beta^{2}\right)\right] Y+}_{\left[\alpha Y(\beta)-\beta Y(\alpha)-\alpha \eta(Y)\left(\alpha^{2}+\beta^{2}\right)\right] \varphi X+\left[\alpha X(\beta)-\beta X(\alpha)-\alpha \eta(X)\left(\alpha^{2}+\beta^{2}\right)\right] \varphi Y} \\
&+\left[2 \beta\left(\alpha^{2}+\beta^{2}\right) g(X, Y)+\eta(X)(\alpha Y(\alpha)+\beta Y(\beta))+\eta(Y)(\alpha X(\alpha)+\beta X(\beta))\right] \xi \\
&+2 g(\varphi X, \varphi Y)[\alpha \nabla \alpha+\beta \nabla \beta]
\end{align*}
$$

for all $X, Y \in \mathscr{X}(M)$.
Proof Using (2.17)-(2.19) a direct computation yields (cf. [2])

$$
\begin{align*}
\left(\nabla_{X} A_{\xi}\right) Y=X(\alpha) \varphi Y+X(\beta) \varphi^{2} Y-2 \alpha \beta \eta(Y) \varphi X-\left(\alpha^{2}-\beta^{2}\right) \eta(Y) X & \\
& +\left[\left(\alpha^{2}+\beta^{2}\right) g(X, Y)-2 \beta^{2} \eta(X) \eta(Y)\right] \xi \tag{3.4}
\end{align*}
$$

Therefore,

$$
\begin{aligned}
& 2 \operatorname{Hess}_{\xi}(X, Y)=[X(\alpha) \varphi Y+Y(\alpha) \varphi X]+\left[X(\beta) \varphi^{2} Y+Y(\beta) \varphi^{2} X\right] \\
& \quad-2 \alpha \beta[\eta(Y) \varphi X+\eta(X) \varphi Y]-\left(\alpha^{2}-\beta^{2}\right)[\eta(Y) X+\eta(X) Y]+2\left[\left(\alpha^{2}+\beta^{2}\right) g(X, Y)-2 \beta^{2} \eta(X) \eta(Y)\right] \xi= \\
& -\left[Y(\beta)+\left(\alpha^{2}-\beta^{2}\right) \eta(Y)\right] X-\left[X(\beta)+\left(\alpha^{2}-\beta^{2}\right) \eta(X)\right] Y+[Y(\alpha)-2 \alpha \beta \eta(Y)] \varphi X+[X(\alpha)-2 \alpha \beta \eta(X)] \varphi Y \\
& \\
& \quad+\left[\left(X(\beta)-2 \beta^{2} \eta(X)\right) \eta(Y)+\left(Y(\beta)-2 \beta^{2} \eta(Y)\right) \eta(X)+2\left(\alpha^{2}+\beta^{2}\right) g(X, Y)\right] \xi .
\end{aligned}
$$

The $\xi$-harmonicity tensor takes the form

$$
2 H m_{\xi}(X, Y)=\alpha(R(\xi, \varphi X) Y+R(\xi, \varphi Y) X)-\beta(R(\xi, X) Y+R(\xi, Y) X)
$$

Using (2.21) after routine calculations we get

$$
\begin{aligned}
& R(\xi, X) Y+R(\xi, Y) X= \\
& \begin{aligned}
& {\left[Y(\beta)-\left(\alpha^{2}-\beta^{2}\right) \eta(Y)\right] X+\left[X(\beta)-\left(\alpha^{2}-\beta^{2}\right) \eta(X)\right] Y+[Y(\alpha)+2 \alpha \beta \eta(Y)] \varphi X+[X(\alpha)+2 \alpha \beta \eta(X)] \varphi Y+} \\
& {\left[2\left(\alpha^{2}-\beta^{2}\right) g(X, Y)-X(\beta) \eta(Y)-Y(\beta) \eta(X)\right] \xi-2 g(\varphi X, \varphi Y) \nabla \beta } \\
& R(\xi, \varphi X) Y+R(\xi, \varphi Y) X= \\
&-[Y(\alpha)+2 \alpha \beta \eta(Y)] X-[X(\alpha)+2 \alpha \beta \eta(X)] Y+\left[Y(\beta)-\left(\alpha^{2}-\beta^{2}\right) \eta(Y)\right] \varphi X+\left[X(\beta)-\left(\alpha^{2}-\beta^{2}\right) \eta(X)\right] \varphi Y \\
&+2 g(\varphi X, \varphi Y) \nabla \alpha+[4 \alpha \beta g(X, Y)+X(\alpha) \eta(Y)+Y(\alpha) \eta(X)] \xi .
\end{aligned}
\end{aligned}
$$

Combining, we get what was claimed

Theorem 3.3 The norm of the mean curvature vector $H_{\xi}$ for the Reeb vector field $\xi$ on $(\alpha, \beta)$ trans-Sasakian manifold of $\operatorname{dim} M=2 n+1$ is

$$
\left|H_{\xi}\right|=\frac{\left|\left(1+\alpha^{2}+\beta^{2}\right)\left(\varphi^{2} \nabla \alpha-\varphi \nabla \beta\right)+(n-1) \varphi^{2}\left(\alpha \nabla\left(\alpha^{2}+\beta^{2}\right)+\beta \varphi \nabla\left(\alpha^{2}+\beta^{2}\right)\right)\right|}{(2 n+1)\left(1+\alpha^{2}+\beta^{2}\right)^{3 / 2}} .
$$

As a consequence,

- if $\operatorname{dim}(M)>3$, then $\beta=0$ and $\alpha=$ const, so $\left|H_{\xi}\right|=\frac{\left(1+(2 n-1) \alpha^{2}\right)}{(2 n+1)\left(1+\alpha^{2}\right)^{3 / 2}}\left|\varphi^{2} \nabla \alpha\right|=0$;
- if $\operatorname{dim}(M)>3$ and $\alpha=0$, then $\left|H_{\xi}\right|=\frac{\left(1+(2 n-1) \beta^{2}\right)}{(2 n+1)\left(1+\beta^{2}\right)^{3 / 2}}|\varphi \nabla \beta|$;
- if $\operatorname{dim}(M)=3$, then $\left|H_{\xi}\right|=\frac{\left|\varphi^{2} \nabla \alpha-\varphi \nabla \beta\right|}{3 \sqrt{1+\alpha^{2}+\beta^{2}}}$.

Proof From (3.2) it follows that

$$
\operatorname{Hess}_{\xi}\left(e_{0}, e_{0}\right)=0, \quad \operatorname{Hess}_{\xi}\left(e_{i}, e_{i}\right)=e_{i}(\alpha) \varphi e_{i}-e_{i}(\beta) e_{i}+\left(\alpha^{2}+\beta^{2}\right) \xi .
$$

Taking trace, we get (cf. [18, 19])

$$
\begin{equation*}
\bar{\Delta} \xi=\varphi \nabla \alpha+\varphi^{2} \nabla \beta+2 n\left(\alpha^{2}+\beta^{2}\right) \xi \tag{3.5}
\end{equation*}
$$

From (3.3) (or directly from the definition of $H m_{\xi}$ using $A_{\xi} \xi=0$ ) we conclude $H m_{\xi}\left(e_{0}, e_{0}\right)=0$ and

$$
H m_{\xi}\left(e_{i}, e_{i}\right)=-\left(\alpha e_{i}(\alpha)+\beta e_{i}(\beta)\right) e_{i}+\left(\alpha e_{i}(\beta)-\beta e_{i}(\alpha)\right) \varphi e_{i}+(\alpha \nabla \alpha+\beta \nabla \beta)+\beta\left(\alpha^{2}+\beta^{2}\right) \xi .
$$

Therefore,

$$
\begin{array}{r}
\operatorname{trace}\left({\left.H m_{\xi}\right)=-\alpha(\nabla \alpha-\xi(\alpha) \xi)-\beta(\nabla \beta-\xi(\beta) \xi)+\alpha \varphi \nabla \beta-\beta \varphi \nabla \alpha+2 n(\alpha \nabla \alpha+\beta \nabla \beta)+2 n \beta\left(\alpha^{2}+\beta^{2}\right) \xi}^{=(2 n-1)(\alpha \nabla \alpha+\beta \nabla \beta)+\alpha \varphi \nabla \beta-\beta \varphi \nabla \alpha+\left(2 n \beta\left(\alpha^{2}+\beta^{2}\right)+\alpha \xi(\alpha)+\beta \xi(\beta)\right) \xi}\right.
\end{array}
$$

Since $\nabla \alpha=-\varphi^{2} \nabla \alpha+\xi(\alpha) \xi$ and $\nabla \beta=-\varphi^{2} \nabla \beta+\xi(\beta) \xi$, one continue

$$
\begin{aligned}
& \operatorname{trace}\left(H_{\xi}\right)=-(2 n-1) \varphi^{2}(\alpha \nabla \alpha+\beta \nabla \beta)+\alpha \varphi \nabla \beta-\beta \varphi \nabla \alpha+2 n\left(\beta\left(\alpha^{2}+\beta^{2}\right)+\alpha \xi(\alpha)+\beta \xi(\beta)\right) \xi= \\
& -(n-1) \varphi^{2} \nabla\left(\alpha^{2}+\beta^{2}\right)-\alpha \varphi^{2} \nabla \alpha-\beta \varphi^{2} \nabla \beta+\alpha \varphi \nabla \beta-\beta \varphi \nabla \alpha+2 n \beta\left(-\alpha^{2}+\beta^{2}+\xi(\beta) \xi=\right. \\
& -(n-1) \varphi^{2} \nabla\left(\alpha^{2}+\beta^{2}\right)-\alpha \varphi(\varphi \nabla \alpha-\nabla \beta)-\beta \varphi(\varphi \nabla \beta+\nabla \alpha)+2 n \beta\left(-\alpha^{2}+\beta^{2}+\xi(\beta)\right) \xi= \\
& -(n-1) \varphi^{2} \nabla\left(\alpha^{2}+\beta^{2}\right)-\alpha \varphi\left(\varphi \nabla \alpha+\varphi^{2} \nabla \beta\right)-\beta \varphi\left(-\varphi^{3} \nabla \beta-\varphi^{2} \nabla \alpha\right)+2 n \beta\left(-\alpha^{2}+\beta^{2}+\xi(\beta) \xi=\right. \\
& -(n-1) \varphi^{2} \nabla\left(\alpha^{2}+\beta^{2}\right)-\alpha \varphi\left(\varphi \nabla \alpha+\varphi^{2} \nabla \beta\right)+\beta \varphi^{2}\left(\varphi^{2} \nabla \beta+\varphi \nabla \alpha\right)+2 n \beta\left(-\alpha^{2}+\beta^{2}+\xi(\beta) \xi=\right. \\
& \quad-(n-1) \varphi^{2} \nabla\left(\alpha^{2}+\beta^{2}\right)-\alpha \varphi \bar{\Delta} \xi+\beta \varphi^{2} \bar{\Delta} \xi+2 n \beta\left(-\alpha^{2}+\beta^{2}+\xi(\beta)\right) \xi .
\end{aligned}
$$

So finally,

$$
\begin{equation*}
\operatorname{trace}\left(H m_{\xi}\right)=-(n-1) \varphi^{2} \nabla\left(\alpha^{2}+\beta^{2}\right)-\alpha \varphi \bar{\Delta} \xi+\beta \varphi^{2} \bar{\Delta} \xi+2 n \beta\left(-\alpha^{2}+\beta^{2}+\xi(\beta)\right) \xi . \tag{3.7}
\end{equation*}
$$

As a consequence,

$$
\begin{aligned}
\varphi \operatorname{trace}\left(H m_{\xi}\right) & =(n-1) \varphi \nabla\left(\alpha^{2}+\beta^{2}\right)-\alpha \varphi^{2} \bar{\Delta} \xi-\beta \varphi \bar{\Delta} \xi \\
\varphi^{2} \operatorname{trace}\left(H m_{\xi}\right) & =(n-1) \varphi^{2} \nabla\left(\alpha^{2}+\beta^{2}\right)+\alpha \varphi \bar{\Delta} \xi-\beta \varphi^{2} \bar{\Delta} \xi
\end{aligned}
$$

and hence

$$
\begin{aligned}
& A_{\xi} \operatorname{trace}\left(H m_{\xi}\right)=\alpha \varphi \operatorname{trace}\left(H m_{\xi}\right)+\beta \varphi^{2} \operatorname{trace}\left(H m_{\xi}\right)= \\
& \alpha\left[(n-1) \varphi \nabla\left(\alpha^{2}+\beta^{2}\right)-\alpha \varphi^{2} \bar{\Delta} \xi-\beta \varphi \bar{\Delta} \xi\right]+\beta\left[(n-1) \varphi^{2} \nabla\left(\alpha^{2}+\beta^{2}\right)+\alpha \varphi \bar{\Delta} \xi-\beta \varphi^{2} \bar{\Delta} \xi\right]= \\
& \quad(n-1) \varphi\left[\alpha \nabla\left(\alpha^{2}+\beta^{2}\right)+\beta \varphi \nabla\left(\alpha^{2}+\beta^{2}\right)\right]-\left(\alpha^{2}+\beta^{2}\right) \varphi^{2} \bar{\Delta} \xi .
\end{aligned}
$$

So we get

$$
\bar{\Delta} \xi+A_{\xi} \operatorname{trace}(H m)=\bar{\Delta} \xi-\left(\alpha^{2}+\beta^{2}\right) \varphi^{2} \bar{\Delta} \xi+(n-1) \varphi\left[\alpha \nabla\left(\alpha^{2}+\beta^{2}\right)+\beta \varphi \nabla\left(\alpha^{2}+\beta^{2}\right)\right]
$$

and finally

$$
\begin{equation*}
\varphi\left(\bar{\Delta} \xi+A_{\xi} \operatorname{trace}(H m)\right)=\left(1+\alpha^{2}+\beta^{2}\right) \varphi \bar{\Delta} \xi+(n-1) \varphi^{2}\left[\alpha \nabla\left(\alpha^{2}+\beta^{2}\right)+\beta \varphi \nabla\left(\alpha^{2}+\beta^{2}\right)\right] . \tag{3.8}
\end{equation*}
$$

After substitution of (3.5) we get the result.
If $n>1$ then $\beta=0, \alpha=$ const $[14,18]$ and (3.5) implies $\varphi^{2} \nabla \alpha=\varphi \bar{\Delta} \xi$. As a consequence,

$$
\varphi\left(\bar{\Delta} \xi+A_{\xi} \operatorname{trace}\left(H m_{\xi}\right)\right)=\left(1+\alpha^{2}\right) \bar{\Delta} \xi+(n-1) 2 \alpha^{2} \varphi^{2} \nabla \alpha=\left(1+(2 n-1) \alpha^{2}\right) \varphi \bar{\Delta} \xi .
$$

So,

$$
\begin{equation*}
\left|H_{\xi}\right|=\frac{\left(1+(2 n-1) \alpha^{2}\right)}{(2 n+1)\left(1+\alpha^{2}\right)^{3 / 2}}|\varphi \bar{\Delta} \xi|=\frac{\left(1+(2 n-1) \alpha^{2}\right)}{(2 n+1)\left(1+\alpha^{2}\right)^{3 / 2}}\left|\varphi^{2} \nabla \alpha\right|=0 . \tag{3.9}
\end{equation*}
$$

In case $n>1$ and $\alpha=0$, the (3.5) implies $\varphi \nabla \beta=-\varphi \bar{\Delta} \xi$. As a consequence,

$$
\varphi\left(\bar{\Delta} \xi+A_{\xi} \operatorname{trace}\left(H m_{\xi}\right)\right)=\left(1+\beta^{2}\right) \bar{\Delta} \xi-2(n-1) \beta^{2} \varphi \nabla \beta=\left(1+(2 n-1) \beta^{2}\right) \varphi \bar{\Delta} \xi .
$$

So,

$$
\begin{equation*}
\left|H_{\xi}\right|=\frac{\left(1+(2 n-1) \beta^{2}\right)}{(2 n+1)\left(1+\beta^{2}\right)^{3 / 2}}|\varphi \bar{\Delta} \xi|=\frac{\left(1+(2 n-1) \beta^{2}\right)}{(2 n+1)\left(1+\beta^{2}\right)^{3 / 2}}|\varphi \nabla \beta| . \tag{3.10}
\end{equation*}
$$

If $n=1$ then $\varphi\left(\bar{\Delta} \xi+A_{\xi} \operatorname{trace}\left(H m_{\xi}\right)\right)=\left(1+\alpha^{2}+\beta^{2}\right) \varphi \bar{\Delta} \xi$ and hence

$$
\begin{equation*}
\left|H_{\xi}\right|=\frac{|\varphi \bar{\Delta} \xi|}{3 \sqrt{1+\alpha^{2}+\beta^{2}}}=\frac{\left|\varphi^{2} \nabla \alpha-\varphi \nabla \beta\right|}{3 \sqrt{1+\alpha^{2}+\beta^{2}}} . \tag{3.11}
\end{equation*}
$$

Theorem 3.4 The Reeb vector field on connected ( $\alpha, \beta$ ) trans-Sasakian manifold $M$ gives rise to totally geodesic submanifold $\xi(M) \subset\left(T_{1} M, g_{S}\right)$ only in the following cases

- $\beta=0, \alpha=1$ and hence $M$ is Sasakian; or $\beta=0, \alpha=0$ and hence $M$ is cosymplectic;
- $\alpha=0$ and $\nabla \beta=\frac{\beta^{2}\left(\beta^{2}+1\right)}{1-\beta^{2}} \xi$. If $\beta=$ const or $M$ is compact, then $\beta=0$ and hence $M$ is cosymplectic.

Proof According to (2.9), we need to check

$$
\Omega_{\xi}(X, Y)=\operatorname{Hess}_{\xi}(X, Y)+A_{\xi} \operatorname{Hm}_{\xi}(X, Y)-g\left(A_{\xi} X, A_{\xi} Y\right) \xi=0
$$

for all $X, Y \in \mathscr{X}(M)$.
The $\xi$-rough Hessian is given by (3.2). Put $X=\xi, Y \in \mathcal{D}_{\xi}$ then

$$
\begin{equation*}
2 \operatorname{Hess}_{\xi}(\xi, Y)=[\xi(\alpha)-2 \alpha \beta] \varphi Y-\left[\xi(\beta)+\alpha^{2}-\beta^{2}\right] Y \tag{3.12}
\end{equation*}
$$

The $\xi$-harmonicity tensor is given by (3.3). Then

$$
\begin{equation*}
2 H m_{\xi}(\xi, Y)=\left(\alpha^{2}-\beta^{2}-\xi(\beta)\right)(\alpha \varphi Y-\beta Y) \tag{3.13}
\end{equation*}
$$

Therefore,

$$
2 A_{\xi} H m_{\xi}(\xi, Y)=\left(\alpha^{2}-\beta^{2}-\xi(\beta)\right)\left[-\left(\alpha^{2}-\beta^{2}\right) Y-2 \alpha \beta \varphi Y\right]
$$

The totally geodesic equation (2.9) takes the form

$$
\left[-\xi(\beta)\left(1+\alpha^{2}-\beta^{2}\right)+\left(\alpha^{2}-\beta^{2}\right)\left(1-\alpha^{2}+\beta^{2}\right)\right] Y+\left[\xi(\alpha)-2 \alpha \beta+2 \alpha \beta\left(\alpha^{2}-\beta^{2}-\xi(\beta)\right)\right] \varphi Y=0
$$

It follows immediately

$$
\left\{\begin{array}{l}
\xi(\beta)\left(1+\alpha^{2}-\beta^{2}\right)-\left(\alpha^{2}-\beta^{2}\right)\left(1-\alpha^{2}+\beta^{2}\right)=0  \tag{3.14}\\
\xi(\alpha)-2 \alpha \beta+2 \alpha \beta\left(\alpha^{2}-\beta^{2}-\xi(\beta)\right)=0
\end{array}\right.
$$

If one suppose $\alpha^{2}-\beta^{2}=-1$ in $(3.14)_{1}$, than we get a contradiction. Therefore

$$
\xi(\beta)=\frac{\left(\alpha^{2}-\beta^{2}\right)\left(\alpha^{2}-\beta^{2}-1\right)}{1+\alpha^{2}-\beta^{2}} \quad\left(1+\alpha^{2}-\beta^{2} \neq 0\right)
$$

Substitution of $\xi(\alpha)=-2 \alpha \beta$ and $\xi(\beta)$ into $(3.14)_{2}$ yields $\alpha \beta=0$. If the manifold is connected, then $\alpha=0$ or $\beta=0$.

If $\beta=0$, then (3.14) $)_{1}$ implies $\alpha=1$ (and we come to the Sasakian structure) or $\alpha=0$ (and the structure is cosymplectic).

If $\alpha=0$ then

$$
\begin{equation*}
\xi(\beta)=\frac{\beta^{2}\left(\beta^{2}+1\right)}{1-\beta^{2}} \quad(\beta \neq 1) \tag{3.15}
\end{equation*}
$$

Take now $X, Y \in \mathcal{D}_{\xi}$. Then $\varphi^{2} X=-X, \varphi^{2} Y=-Y$ and by Lemma 3.2 we have

$$
2 \operatorname{Hess}_{\xi}(X, Y)=-X(\beta) Y-Y(\beta) X+X(\alpha) \varphi Y+Y(\alpha) \varphi X+2\left(\alpha^{2}+\beta^{2}\right) g(X, Y) \xi
$$

The $\xi$-harmonicity tensor takes the form

$$
\begin{aligned}
& 2 H m_{\xi}(X, Y)=-(\alpha Y(\alpha)+\beta Y(\beta)) X-(\alpha X(\alpha)+\beta X(\beta)) Y+(\alpha Y(\beta)-\beta Y(\alpha)) \varphi X+(\alpha X(\beta)-\beta X(\alpha)) \varphi Y \\
&+2 g(X, Y)(\alpha \nabla \alpha+\beta \nabla \beta)+2 \beta\left(\alpha^{2}+\beta^{2}\right) g(X, Y) \xi
\end{aligned}
$$

In case of Sasakian structure $(1,0)$

$$
\operatorname{Hess}_{\xi}(X, Y)=g(X, Y), \quad H m_{\xi}(X, Y)=0, \quad g\left(A_{\xi} X, A_{\xi} Y\right)=g(X, Y)
$$

and Equation (2.9) is fulfilled. The case $(0,0)$ is trivial.
In case of $\beta$-Kenmotsu structure of type $(0, \beta)$ we have

$$
\begin{aligned}
& 2 \operatorname{Hess}_{\xi}(X, Y)=-(X(\beta) Y+Y(\beta) X)+2 \beta^{2} g(X, Y) \xi \\
& 2 \operatorname{Hm}_{\xi}(X, Y)=-\beta Y(\beta) X-\beta X(\beta) Y+2 g(X, Y) \beta \nabla \beta+2 \beta^{3} g(X, Y) \xi
\end{aligned}
$$

For $\beta$-Kenmotsu structure $A_{\xi} X=\beta \varphi^{2} X$. Therefore, $2 g\left(A_{\xi} X, A_{\xi} Y\right)=2 \beta^{2} g(X, Y)$ and

$$
2 A_{\xi} H m_{\xi}(X, Y)=\beta^{2}(Y(\beta) X+X(\beta) Y)+2 g(X, Y) \beta^{2} \varphi^{2} \nabla \beta
$$

So we get

$$
2 \Omega_{\xi}(X, Y)=\left(\beta^{2}-1\right)(X(\beta) Y+Y(\beta) X)+2 g(X, Y) \beta^{2} \varphi^{2} \nabla \beta=0
$$

In case of $\beta \neq 1$ by taking arbitrary $(X \perp Y) \in \mathcal{D}_{\xi}$ we get $X(\beta) Y+Y(\beta) X$ which implies $X(\beta)=0$ for all $X \in \mathcal{D}_{\xi}$ and hence $\nabla \beta=\xi(\beta) \xi$. In this case $\varphi \nabla \beta=0$ and the equation is fulfilled.

In case $\beta=$ const the (3.15) implies $\beta=0$ and the structure is cosymplectic. If $M$ compact, then $\beta$ attains its global maximum and minimum at some points. As a consequence, $\max (\beta)=\min (\beta)=0$ and hence $\beta=0$.

## 4. Closing remarks

Remark 4.1 It follows from (3.11) that in 3-dimensional case $\xi$ gives rise to a minimal submanifold if and only if $\nabla \alpha+\varphi \nabla \beta+2 \alpha \beta \xi=0$ (cf. [19]). As it follows from (3.9), (3.10) and (3.11) in general case the Reeb vector field gives rise to minimal submanifold in $T_{1} M$ if and only if $\varphi \bar{\Delta} \xi=0$ which is equivalent to harmonicity of $\xi$ in correspondence with definition (2.7) and expression (3.5) (cf. [18]). If $\xi$ is harmonic, then from (3.7) we get

$$
\operatorname{trace}\left(H m_{\xi}\right)=-(n-1) \varphi^{2} \nabla\left(\alpha^{2}+\beta^{2}\right)+2 n \beta\left(-\alpha^{2}+\beta^{2}+\xi(\beta)\right) \xi
$$

If $n>1$ then $\beta=0$ and the Reeb vector field is always minimal, harmonic and defines a harmonic map (cf. [18]). If $n>1$, or $M$ is $\beta$-Kenmotsu, then by (3.5) $\xi$ is harmonic if $\nabla \beta=\xi(\beta) \xi$ and defines a harmonic map if, in addition, $\beta\left(\xi(\beta)+\beta^{2}\right)=0$ (cf. [18]). It follows easily from (3.5) and (2.22) that in all cases a minimal Reeb vector field is an eigenvector of the Ricci operator. A similar results for $n=1$ was obtained in [19].

Remark 4.2 To define a totally geodesic map $\left(B_{\xi}=0\right)$ the Reeb vector field has to satisfy the equations

$$
\operatorname{Hess}_{\xi}(X, Y)=g\left(A_{\xi} X, A_{\xi} Y\right) \xi, \quad H m_{\xi}(X, Y)=0
$$

for all $X, Y \in \mathscr{X}(M)$.
It follows easily from (2.23), (3.12) and (3.13) that if $M$ is connected, then $\alpha=0$ and $\beta=0$. It means that the Reeb vector field on connected manifold never defines a totally geodesic map except trivial cosymplectic case.

Remark 4.3 Results of the Theorem 3.4 can be obtained from more general observations. In [24] it was proved that a unit vector field of Riemannian transversally oriented totally umbilical hyperfoliation defines a totally geodesic submanifold in $T_{1} M$ if

$$
\left(k^{2}-1\right) K_{\sigma}=2 k^{2}
$$

where $K_{\sigma}$ are the eigenvalues of the normal Jacobi operator $X \rightarrow R(X, \xi) \xi$ and $k$ is the value of umbilicity of the leaves of the hyperfoliation. The case of $\beta$-Kenmotsu is precisely the case with $k^{2}=\beta^{2}$ and (2.20) implies

$$
R(X, \xi) \xi=-\left(\xi(\beta)+\beta^{2}\right) X
$$

for all $X \in \mathcal{D}_{\xi}$. Hence all $K_{\sigma}=-\left(\xi(\beta)+\beta^{2}\right)$ and we get $-\left(\beta^{2}-1\right)\left(\xi(\beta)+\beta^{2}\right)=2 \beta^{2}$. If $\beta=$ const then we get a contradiction. If $\beta \neq 1$, then

$$
\xi(\beta)=\frac{\beta^{2}\left(1+\beta^{2}\right)}{1-\beta^{2}}
$$

A unit vector field $\xi$ is said to be strongly normal, if $\left(\nabla_{X} A_{\xi}\right) Y=g\left(A_{\xi} X, A_{\xi} Y\right) \xi$ for all $X, Y \in \mathcal{D}_{\xi}$. In our notations it means that $\operatorname{Hess}_{\xi}(X, Y)=g\left(A_{\xi} X, A_{\xi} Y\right) \xi$. In general [23], if $\xi$ is Killing and strongly normal, then $\xi$ is totally geodesic if and only if

$$
K_{\sigma}\left(1-K_{\sigma}\right)=0
$$

where $K_{\sigma}$ are the eigenvalues of the Jacobi operator $X \rightarrow R(X, \xi) \xi$. The Reeb vector field of $\alpha$-Sasakian structure is Killing by definition. It is easy to check in (3.2) that if $\beta=0$ and $\alpha=$ const, then the Reeb vector field is strongly normal. From (2.20) it follows that $K_{\sigma}=\alpha^{2}$. So we get either $\alpha=0$ or $\alpha=1$. In case of 3-dimensional manifold, the converse is also true. If $\xi$ is Killing and totally geodesic, then $M^{3}$ is Sasakian and $\xi$ is the Reeb vector field [23].
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