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Abstract: We study lift metrics and lift connections on the tangent bundle TM of a Riemannian manifold (M, g) . We
also investigate the statistical and Codazzi couples of TM and their consequences on the geometry of M . Finally, we
prove a result on 1 -Stein and Osserman structures on TM , whenever TM is equipped with the complete lift connection.
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1. Introduction
The geometry of the tangent bundle with Riemannian lift metrics has been extensively studied in recent years
(see [1, 4, 5, 8, 9, 11, 12, 16, 21], for instance). On the other hand, information geometry is an important and
useful bridge between applicable and pure sciences, a combination between differential geometry and statistics
[2]. In this framework, methods of differential geometry are used and extended to probability theory. The
mathematical point of view on information geometry was initiated by C. R. Rao. He showed that a statistical
model could be a Riemannian manifold, via the Fisher information metric. One of the main objects in this area
are the statistical connections. Statistical manifolds provide a geometrical model of probability distributions.
The geometry of statistical manifolds has been applied to various fields of information science, information
theory, neural networks, machine learning, image processing, statistical mechanics, etc. ([2, 3, 15, 17, 19]).
A statistical manifold is a differentiable manifold whose points are probability distributions ([2, 3, 13, 14]).
Precisely, a statistical structure on a differentiable manifold M is a pair (g,∇) such that g is a Riemannian
metric and ∇ is torsion-free affine connection with the property that ∇g is totally symmetric. A Riemannian
manifold (M, g) together with Levi-Civita connection ∇ of g is a trivial example of statistical manifold. In
other words, statistical manifolds can be regarded as generalizations of Riemannian manifolds.

In this paper, we study the prolongations of statistical structures on manifolds to their tangent bundles
with horizontal and complete lift connections. We consider two Riemannian lift metrics on the tangent bundle
TM of a Riemannian manifold (M, g) , one of them is the twisted Sasaki metric Gf,h (in particular, Sasaki
metric) and the other one is the gradient Sasaki metric gf .

The paper is organized as follows. After some preliminary considerations, in Section 3, we study the
geometry of TM equipped with the twisted Sasaki metric Gf,h and the horizontal (respectively, complete) lift
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connection
H

∇ (respectively,
C

∇) and we investigate some properties of the couples (gs,∇f,h) and (gf1 ,∇f,h) on
TM , where ∇f,h is the Levi-Civita connection of the twisted Sasaki metric Gf,h , gs is the Sasaki metric, and
gf1 is the gradient Sasaki metric. We also obtain some results on the lift to the tangent bundle of Killing vector
fields and infinitesimal affine transformations. In Section 4, we study the geometry of TM equipped with the

gradient Sasaki metric gf and the lift connection
C

∇ and we investigate some properties of the couples (gs,∇f )

and (Gf,h,∇f1) on TM , where ∇f is the Levi-Civita connection of the gradient Sasaki metric gf . We also
study the necessary conditions for (TM, gs,∇f ) and (TM,Gf,h,∇f1) to be Codazzi and statistical manifolds.
Finally, in Section 5, we prove a theorem on the spectral geometry of TM and we deduce that TM is globally

Osserman, whenever it is equipped with the complete lift connection
C

∇ and ∇ is a flat connection.

2. Preliminaries
Let ∇ be an affine connection on a differentiable manifold M , let (xi) be local coordinates on M , and let
(xi, yi) be the induced coordinates on TM . Then { ∂

∂xi |(x,y), ∂
∂yi |(x,y)} is the natural basis of T(x,y)TM . It

is known that, with respect to an affine connection, T(x,y)TM can be decomposed to H(x,y)TM ⊕ V(x,y)TM ,

where H(x,y)TM is spanned by { δ
δxi |(x,y):= ( ∂

∂xi )
H = ∂

∂xi |(x,y) −ykΓj
ki(x)

∂
∂yj |(x,y)} and V(x,y)TM is spanned

by { ∂
∂yi |(x,y):= ( ∂

∂xi )
V } , with Γj

ki the connection coefficients of ∇ . Denote by π : TM → M , π(x, y) := x ,

and by χ(M) the set of all vector fields on M .

The various lifts of a vector field X = Xi ∂
∂xi on M (complete lift, horizontal lift and vertical lift,

respectively) are defined as follows

XC = Xi ∂

∂xi
+ ya

∂Xi

∂xa

∂

∂yi
, XH = Xi ∂

∂xi
− yaΓk

aiX
i ∂

∂yk
, XV = Xi ∂

∂yi
,

(using Einstein summation convention).
According to [20], the Lie brackets of the horizontal lift and vertical lift of vector fields are

[XH , Y H ] = [X,Y ]H − (R(X,Y )y)V , [XH , Y V ] = (∇XY )V − (T (X,Y ))V , [XV , Y V ] = 0, (2.1)

where T is the torsion tensor field and R is the curvature tensor field of ∇ .

The horizontal lift connection
H

∇ and the complete lift connection
C

∇ of the affine connection ∇ are
respectively defined by [20]:

H

∇XHY H = (∇XY )H ,
H

∇XHY V = (∇XY )V ,
H

∇XV Y H =
H

∇XV Y V = 0,

C

∇XHY H = (∇XY )H + (R(y,X)Y )V ,
C

∇XV Y H =
C

∇XV Y V = 0, (2.2)

C

∇XHY V = (∇XY )V ,
C

∇XCY C = (∇XY )C ,
C

∇XCY V =
C

∇XV Y C = (∇XY )V .

It is known that ∇ is flat and torsion-free if and only if
H

∇ (
C

∇) is torsion-free [20].

For simplicity, in the rest of the paper, we shall write ∂i , δi and ∂ī instead of ∂
∂xi , δ

δxi and ∂
∂yi .
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Let now (M, g) be a Riemannian manifold. Similar to the lifts of vector fields and affine connections, we
can define lifts of Riemannian metrics.

We construct the twisted Sasaki metric Gf,h on TM as follows:

Gf,h
(x,y)(X

H , Y H) = f(x)gx(X,Y ), Gf,h
(x,y)(X

V , Y H) = 0, Gf,h
(x,y)(X

V , Y V ) = h(x)gx(X,Y ), (2.3)

where f, h are strictly positive smooth functions on M . If f = h = 1 , then Gf,h reduces to the Sasaki metric
gs [18].

Lemma 2.1 [6] Let (M, g) be a Riemannian manifold, let ∇ be the Levi-Civita connection of g , and let
(TM,Gf,h) be its tangent bundle equipped with the twisted Sasaki metric. Then the Levi-Civita connection ∇f,h

of Gf,h is given by

∇f,h
XV Y

V = −
(

1

2f
g(X,Y ) gradh

)H

,

∇f,h
XV Y

H =

(
h

2f
R(y,X)Y

)H

+

(
Y (h)

2h
X

)V

,

∇f,h
XHY V =

(
h

2f
R(y, Y )X

)H

+

(
X(h)

2h
Y +∇XY

)V

,

∇f,h
XHY H = (∇XY +Af (X,Y ))H − 1

2
(R(X,Y )y)V ,

where Af (X,Y ) = 1
2f

(
X(f)Y +Y (f)X − g(X,Y ) grad f

)
, X,Y ∈ χ(M) , and (x, y) ∈ TM . In particular, the

Levi-Civita connection ∇s of the Sasaki metric gs is given by

∇s
XHY H = (∇XY )H − 1

2
(R(X,Y )y)V , ∇s

XV Y
H =

1

2
(R(y,X)Y )H ,

∇s
XHY V = ∇XY V +

1

2
(R(y, Y )X)H , ∇s

XV Y
V = 0.

We construct also the gradient Sasaki metric gf on TM as follows:

gf(x,y)(X
H , Y H) = gx(X,Y ), gf(x,y)(X

H , Y V ) = 0, gf(x,y)(X
V , Y V ) = gx(X,Y ) +Xx(f)Yx(f), (2.4)

where f is a strictly positive smooth function on M . If f is a constant, then gf reduces to the Sasaki metric
gs .

Lemma 2.2 [7] Let (M, g) be a Riemannian manifold, let ∇ be the Levi-Civita connection of g , and let
(TM, gf ) be its tangent bundle equipped with the gradient Sasaki metric. Then the Levi-Civita connection ∇f
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of gf is given by

∇f
XV Y

V = −1

2
X(f)(∇Y grad f)H − 1

2
Y (f)(∇X grad f)H ,

∇f
XV Y

H =
1

2
(R(y,X)Y )H +

1

2
X(f)(R(y, grad f)Y )H +

1

2
X(f)(∇Y grad f)V

+
1

2a
{g(X,∇Y grad f)− 1

2
Y (a)X(f)}(grad f)V ,

∇f
XHY V =

1

2
(R(y, Y )X)H +

1

2
Y (f)(R(y, grad f)X)H +

1

2
Y (f)(∇X grad f)V + (∇XY )V

+
1

2a
{g(Y,∇X grad f)− 1

2
X(a)Y (f)}(grad f)V ,

∇f
XHY H = (∇XY )H − 1

2
(R(X,Y )y)V ,

where a = 1+ ∥ grad f ∥2 , X,Y ∈ χ(M) and (x, y) ∈ TM .

Definition 2.3 Let (M, g) be a Riemannian manifold and let ∇ be an affine connection on M . The pair
(g,∇) is said to be a Codazzi couple on M if the cubic tensor field C := ∇g is totally symmetric, namely, the
Codazzi equations hold:

(∇Xg)(Y, Z) = (∇Y g)(Z,X) = (∇Zg)(X,Y ),

for every X,Y, Z ∈ χ(M) . The triplet (M, g,∇) is called a Codazzi manifold and ∇ is called a Codazzi
connection. Furthermore, if ∇ is torsion-free, then (M, g,∇) is a statistical manifold, (g,∇) is a statistical
couple and ∇ is a statistical connection.

Throughout the rest of the paper, we shall use two notations gf and gf1 for the gradient Sasaki metric
defined by f and f1 , respectively, because, whenever appear in a theorem both a gradient Sasaki metric gf1

and a twisted Sasaki metric Gf,h (defined by f and h), we wish to specify that the two functions f and f1

may be different.

3. Geometry of tangent bundle with twisted Sasaki metric

In this section, we study the geometry of TM equipped with the twisted Sasaki metric (in particular the Sasaki
metric).

Definition 3.1 Let (M, g) be a Riemannian manifold and let ∇ be an affine connection on M .

(1) A vector field X is said to be conformal (respectively, Killing) with respect to g , if LXg = 2ρg (respectively,
LXg = 0), where ρ is a function on M and the Lie derivative of g in the direction of X is given by
(LXg)(Y, Z) := Xg(Y, Z)− g(LXY, Z)− g(Y, LXZ) .

(2) A vector field X is said to be an infinitesimal affine transformation on M with respect to ∇ , if LX∇ = 0 ,
where the Lie derivative of ∇ in the direction of X is given by (LX∇)(Y, Z) := LX(∇Y Z)−∇Y (LXZ)−
∇[X,Y ]Z .
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Now we study conditions under which XV and XH are Killing vector fields for Gf,h .
By a direct computation and using (2.3) and (2.1), we get

(LXV Gf,h)(Y V , ZV ) = 0,

(LXV Gf,h)(Y H , ZV ) = hg(∇Y X − T (Y,X), Z),

(LXV Gf,h)(Y H , ZH) = 0.

If ∇ is torsion-free, then XV is a Killing vector field for Gf,h if and only if ∇Y X = 0 . Moreover, using (2.3)
and (2.1), a straightforward computation gives

(LXHGf,h)(Y V , ZV ) = X(h)g(Y, Z) + h
(
(∇Xg)(Y, Z) + g(T (X,Y ), Z) + g(Y, T (X,Z))

)
,

(LXHGf,h)(Y H , ZV ) = hg(R(X,Y )y, Z),

(LXHGf,h)(Y H , ZH) = X(f)g(Y, Z) + f(LXg)(Y, Z).

If ∇ is torsion-free, then XH is a Killing vector field for Gf,h if and only if

(∇Xg)(Y, Z) = −X(h)

h
g(Y, Z), R(X,Y )Z = 0, (LXg)(Y, Z) = −X(f)

f
g(Y, Z), ∀ Y, Z ∈ χ(M).

Thus, we get the following

Proposition 3.2 Let (M, g) be a Riemannian manifold and let (TM,Gf,h) be its tangent bundle equipped with
the twisted Sasaki metric. Then the following assertions hold

(1) if ∇ is a torsion-free affine connection on M , then XV is a Killing vector field for Gf,h if and only if
X is a parallel vector field;

(2) if ∇ is a torsion-free affine connection on M , then XH is a Killing vector field for Gf,h if and only

if X is a conformal vector field on (M, g) and (∇Xg)(Y, Z) = −X(h)
h g(Y, Z) , R(X,Y )Z = 0 , for all

Y, Z ∈ χ(M) ;

(3) if ∇ is a torsion-free affine connection on M and h is constant, then XH is a Killing vector field for
Gf,h if and only if X is a conformal vector field on (M, g) , ∇ is the Levi-Civita connection of (M, g)

and R(X,Y )Z = 0 , for all Y, Z ∈ χ(M) ;

(4) if ∇ is a torsion-free affine connection on M and f and h are constant functions, then XH is a Killing
vector field for Gf,h if and only if X is a Killing vector field on (M, g) , ∇ is the Levi-Civita connection
of (M, g) and R(X,Y )Z = 0 , for all Y, Z ∈ χ(M) ;

(5) if ∇ is the flat Levi-Civita connection on (M, g) and f and h are constant functions, then XH is a
Killing vector field for Gf,h if and only if X is a Killing vector field on (M, g) .
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Here, we compute the components of
H

∇Gf,h to study (TM,Gf,h,
H

∇) . A direct computation gives

(
H

∇δiG
f,h)(δj , δk) = δiG

f,h(δj , δk)−Gf,h(
H

∇δiδj , δk)−Gf,h(δj ,
H

∇δiδk) (3.1)

= δi(fgjk)−Gf,h((∇∂i
∂j)

H , (∂k)
H)−Gf,h((∂j)

H , (∇∂i
∂k)

H)

= ∂i(f)gjk + f∂i(gjk)− fg(∇∂i
∂j , ∂k)− fg(∂j ,∇∂i

∂k)

= ∂i(f)gjk + f(∇∂i
g)(∂j , ∂k).

By a similar computation, we get

(
H

∇δjG
f,h)(δk, δi) = ∂j(f)gki + f(∇∂jg)(∂k, ∂i), (

H

∇δkG
f,h)(δi, δj) = ∂k(f)gij + f(∇∂k

g)(∂i, ∂j). (3.2)

We have also

(
H

∇∂ī
Gf,h)(∂j̄ , ∂k̄) = 0, (

H

∇δiG
f,h)(δj , ∂k̄) = (

H

∇δjG
f,h)(∂k̄, δi) = (

H

∇∂k̄
Gf,h)(δi, δj) = 0,

(
H

∇∂ī
Gf,h)(∂j̄ , δk) = (

H

∇∂j̄
Gf,h)(δk, ∂ī) = 0, (

H

∇δkG
f,h)(∂ī, ∂j̄) = ∂k(h)gij + h(∇∂k

g)(∂i, ∂j). (3.3)

If (TM,Gf,h,
H

∇) is a Codazzi manifold, then the second equation of (3.3) implies (∇∂k
g)(∂i, ∂j) = − 1

h∂k(h)gij .

Setting this equation in (3.1) and using (3.2), we get (∂k(f) − f
h∂k(h))gij = 0 , and consequently h∂k(f) =

f∂k(h) . Thus, we get the following:

Theorem 3.3 Let (M, g) be a Riemannian manifold, let ∇ be an affine connection on M and let (TM,Gf,h)

be its tangent bundle equipped with the twisted Sasaki metric. Then the following statements hold

(1) if (TM,Gf,h,
H

∇) is a Codazzi manifold, then (∇Zg)(X,Y ) = − 1
fZ(f)g(X,Y ) and f gradh = h grad f ,

for all X,Y, Z ∈ χ(M) . Moreover,
H

∇ is compatible with Gf,h ;

(2) if (TM,Gf,h,
H

∇) is a statistical manifold, then ∇ is flat, (∇Zg)(X,Y ) = − 1
fZ(Z)g(X,Y ) and f gradh =

h grad f , for all X,Y, Z ∈ χ(M) . Moreover,
H

∇ reduces to the Levi-Civita connection of Gf,h ;

(3) if (TM,Gf,h,
H

∇) is a statistical manifold and h is a constant, then f is constant, ∇ is the Levi-Civita

connection of g and
H

∇ reduces to the Levi-Civita of Gf,h ;

(4) if ∇ is the Levi-Civita connection of g and f, h are constant functions, then
H

∇ is compatible with Gf,h ;

in particular, if ∇ is flat, then
H

∇ reduces to the Levi-Civita connection of Gf,h .
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Now we focus on (TM,Gf,h,
C

∇) . A direct computation gives

(
C

∇δiG
f,h)(δj , δk) = δiG

f,h(δj , δk)−Gf,h(
C

∇δiδj , δk)−Gf,h(δj ,
C

∇δiδk)

= δi(fgjk)−Gf,h((∇∂i
∂j)

H + (R(y, ∂i), ∂j)
V , (∂k)

H)

−Gf,h((∂j)
H , (∇∂i∂k)

H + (R(y, ∂i)∂k)
V )

= ∂i(f)gjk + f∂i(gjk)− fg(∇∂i∂j , ∂k)− fg(∂j ,∇∂i∂k)

= ∂i(f)gjk + f(∇∂ig)(∂j , ∂k).

By a similar computation, we get

(
C

∇δjG
f,h)(δk, δi) = ∂j(f)gki + f(∇∂jg)(∂k, ∂i),

(
C

∇δkG
f,h)(δi, δj) = ∂k(f)gij + f(∇∂k

g)(∂i, ∂j).

We have also

(
C

∇∂ī
Gf,h)(∂j̄ , ∂k̄) = 0,

(
C

∇δiG
f,h)(δj , ∂k̄) = −hysRt

sijgtk, (
C

∇δjG
f,h)(∂k̄, δi) = −hysRt

sjigkt, (
C

∇∂k̄
Gf,h)(δi, δj) = 0, (3.4)

(
C

∇∂ī
Gf,h)(∂j̄ , δk) = (

C

∇∂j̄
Gf,h)(δk, ∂ī) = 0, (

C

∇δkG
f,h)(∂ī, ∂j̄) = ∂k(h)gij + h(∇∂k

g)(∂i, ∂j).

If (TM,Gf,h,
C

∇) is a Codazzi manifold, from (3.4), we get ysRt
sji = 0 . Differentiating with respect to yt , we

obtain Rt
hji = 0 , so ∇ is a flat connection. Thus, we get the following:

Theorem 3.4 Let (M, g) be a Riemannian manifold, let ∇ be a torsion-free affine connection on M and let
(TM,Gf,h) be its tangent bundle equipped with the twisted Sasaki metric. Then the following statements hold

(1) if (TM,Gf,h,
C

∇) is a Codazzi (respectively, statistical) manifold, then ∇ is flat, (∇Zg)(X,Y ) =

− 1
fZ(f)g(X,Y ) and f gradh = h grad f , for all X,Y, Z ∈ χ(M) . Moreover,

C

∇ is compatible with

Gf,h (respectively,
C

∇ reduces to the Levi-Civita connection of Gf,h );

(2) if (TM,Gf,h,
C

∇) is a statistical manifold and h is a constant, then f is constant, ∇ is the Levi-Civita

connection of g and
C

∇ reduces to the Levi-Civita of Gf,h ;

(3) if ∇ is the Levi-Civita connection of g and f, h are constant functions, then
C

∇ is compatible with Gf,h ;

in particular, if ∇ is flat, then
C

∇ reduces to the Levi-Civita connection of Gf,h .
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Here we provide conditions for the vertical vector field XV to be an infinitesimal affine transformation
on TM with respect to ∇f,h , whenever (M, g) is a flat space and ∇ is the Levi-Civita connection of g .

Using Lemma 2.1 and (2.1), we get

(LXV ∇f,h)(Y V , ZV ) =

(
g(Y, Z)

2f
∇gradhX

)V

, (3.5)

(LXV ∇f,h)(Y H , ZV ) = −
(

1

2f
g(∇Y X,Z) ◦ π

)
(gradh)H , (3.6)

(LXV ∇f,h)(Y H , ZH) = −
(
∇Af (Y,Z)+∇Y ZX +

Y (h)

2h
∇ZX +∇Y ∇ZX +

Z(h)

2h
∇Y X

)V

. (3.7)

Let XV be an infinitesimal affine transformation on TM with respect to ∇f,h . Then from (3.6) we get
∇Y X = 0 , for all Y ∈ χ(M) , or gradh = 0 . In both cases, (3.5) vanishes. Also, in the first case, (3.7) vanishes
and in the second case, (3.7) reduces to ∇Af (Y,Z)+∇Y ZX +∇Y ∇ZX = 0 . Thus, we have the following:

Proposition 3.5 Let (M, g) be a flat Riemannian manifold, let ∇ be the Levi-Civita connection of g , let
(TM,Gf,h) be its tangent bundle equipped with the twisted Sasaki metric, and let ∇f,h be the Levi-Civita
connection of Gf,h . Then XV is an infinitesimal affine transformation on TM with respect to ∇f,h if and
only if X is parallel, or h is constant and ∇Af (Y,Z)+∇Y ZX +∇Y ∇ZX = 0 , for all Y, Z ∈ χ(M) .

Here we provide necessary and sufficient conditions for the horizontal vector field XH to be an infinites-
imal affine transformation on TM with respect to ∇f,h .

Using Lemma 2.1, (2.1) and considering Y H(FV ) = (Y (F ))V , FV Y V = (FY )V , for all F ∈ C∞(M) ,
we get

(LXH∇f,h)(Y V , ZV ) =

(
X(f)

2f2
g(Y, Z) ◦ π

)
(gradh)H −

(
1

f
g(Y, Z) ◦ π

)
[X, gradh]H

=
1

f

(X(f)

2f
− 1

)(
g(Y, Z) ◦ π

)(
gradh− [X, gradh]

)H

,

(LXH∇f,h)(Y H , ZV ) = (R(X,Y )Z)V +XH

(
Y (h)

2h

)V

ZV −
(
[X,Y ](h)

2h

)V

ZV

=
(
R(X,Y )Z +X

(
Y (h)

2h

)
Z − [X,Y ](h)

2h
Z
)V

=
(
R(X,Y )Z +

1

2h

(
− X(h)Y (h)

h
+ Y (X(h))

)
Z
)V

,

(LXH∇f,h)(Y H , ZH) =
(
(LX∇)(Y, Z) + [X,Af (Y, Z)] +Af (Y, [Z,X])−Af ([X,Y ], Z)]

)H

.

Proposition 3.6 Let (M, g) be a flat Riemannian manifold, let ∇ be the Levi-Civita connection of g , let
(TM,Gf,h) be its tangent bundle equipped with the twisted Sasaki metric, and let ∇f,h be the Levi-Civita
connection of Gf,h . Then XH is an infinitesimal affine transformation with respect to ∇f,h if and only if the
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following equations hold:(
X(f)− 2f

)(
gradh− [X, gradh]

)
= 0, R(X,Y )Z =

1

2h

(X(h)Y (h)

h
− Y (X(h))

)
,

(LX∇)(Y, Z) + [X,Af (Y, Z)] +Af (Y, [Z,X])−Af ([X,Y ], Z)] = 0,

for all Y, Z ∈ χ(M) .

Corollary 3.7 Let (M, g) be a flat Riemannian manifold, let ∇ be the Levi-Civita connection of g , let
(TM,Gf,h) be its tangent bundle equipped with the twisted Sasaki metric and let ∇f,h be the Levi-Civita
connection of Gf,h .

(1) If f is constant, then XH is an infinitesimal affine transformation with respect to ∇f,h if and only if X

is an infinitesimal affine transformation with respect to ∇ and

[X, gradh] = gradh, R(X,Y )Z =
1

2h

(X(h)Y (h)

h
− Y (X(h))

)
,

for all Y, Z ∈ χ(M) .

(2) If h is constant, then XH is an infinitesimal affine transformation with respect to ∇f,h if and only if

(LX∇)(Y, Z) + [X,Af (Y, Z)] +Af (Y, [Z,X])−Af ([X,Y ], Z)] = 0,

and R(X,Y )Z = 0 , for all Y, Z ∈ χ(M) .

(3) If f and h are constant, then XH is an infinitesimal affine transformation with respect to ∇f,h if and only
if X is an infinitesimal affine transformation with respect to ∇ and R(X,Y )Z = 0 , for all Y, Z ∈ χ(M) .

Here we provide necessary and sufficient conditions for the horizontal vector field XH to be an infinites-

imal affine transformation on TM with respect to
H

∇ , where ∇ is an affine connection on M .
By a direct computation and using (2.1) and (2.2), we get

(LXH

H

∇)(Y V , ZV ) = 0,

(LXH

H

∇)(Y H , ZV ) =
(
R(X,Y )Z − T (X,∇Y Z) +∇Y T (X,Z)

)V

,

(LXH

H

∇)(Y H , ZH) = ((LX∇)(Y, Z))H − (R(X,∇Y Z)y)V + (∇Y R(X,Z)y)V .

Thus, we get the following:

Proposition 3.8 Let ∇ be a flat torsion-free connection on (M, g) . Then XH is an infinitesimal affine

transformation on TM with respect to
H

∇ if and only if X is an infinitesimal affine transformation on M with
respect to ∇ .
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Here we consider (TM, gs,∇f,h) as a statistical manifold. Direct computations give (∇f,h
∂ī

gs)(∂j̄ , ∂k̄) = 0

and

(∇f,h
δi

gs)(δj , δk) = −g(Af (∂i, ∂j), ∂k)− g(∂j , Af (∂i, ∂k)) = −∂i(f)

f
gjk, (3.8)

(∇f,h
δi

gs)(δj , ∂k̄) =
1

2
yrRijrk

(
1− h

f

)
, (∇f,h

∂k̄
gs)(δi, δj) = −h

f
yrRijrk, (3.9)

(∇f,h
∂ī

gs)(∂j̄ , δk) =
∂k(h)

2f
gij −

∂k(h)

2h
gij , (∇f,h

δk
gs)(∂ī, ∂j̄) = −∂k(h)

h
gij . (3.10)

If (TM, gs,∇f,h) is a statistical manifold, from (3.8) and (3.10), we deduce that f and h are constant. From

(3.9), we get also 1
2y

rRijrk

(
1 + h

f

)
= 0 . Differentiating with respect to yt , we obtain − 1

2Rijkt

(
1 + h

f

)
= 0 .

According to the above case, we get the following:

Theorem 3.9 Let (M, g) be a Riemannian manifold, (TM, gs) be its tangent bundle equipped with the Sasaki
metric and let ∇f,h be the Levi-Civita connection of twisted Sasaki metric Gf,h . If (TM, gs,∇f,h) is a statistical
manifold, then f and h are constant. Moreover, we have that ∇ is flat or f = −h .

Now we study the necessary conditions for (TM, gf1 ,∇f,h) to be a statistical manifold. Firstly, we recall
the definition of Hessian. The Hessian of a function f ∈ C∞(M) taken with respect to an affine connection ∇
is the covariant derivative of the 1-form df , i.e.

Hessf (X,Y ) := (∇df)(X,Y ) = XY (f)− (∇XY )(f), ∀ X,Y ∈ χ(M).

It is worth noting that Hessf is symmetric if and only if ∇ is torsion-free.
Direct computations give

(∇f,h
δi

gf1)(δj , δk) = −∂i(f)

f
gjk, (∇f,h

∂ī
gf1)(∂j̄ , ∂k̄) = 0,

(∇f,h
∂ī

gf1)(∂j̄ , δk) =
∂k(h)

2f
gij −

∂k(h)

2h

(
gij + ∂j(f1)∂i(f1)

)
, (3.11)

(∇f,h
δk

gf1)(∂ī, ∂j̄) = −∂k(h)

h

(
gij + ∂j(f1)∂i(f1)

)
+Hessf1(∂k, ∂i)∂j(f1) + Hessf1(∂k, ∂j)∂i(f1). (3.12)

If (TM, gf1 ,∇f,h) is a statistical manifold, from (3.11) and (3.12), we get

∂k(h)

2f
gij +

∂k(h)

2h
{gij + ∂j(f1)∂i(f1)} = Hessf1(∂k, ∂i)∂j(f1) + Hessf1(∂k, ∂j)∂i(f1).

Also we have

(∇f,h
δi

gf1)(δj , ∂k̄) =
yr

2
Rijrk +

yr

2
Rs

ijr∂s(f1)∂k(f1)−
h

2f
yrRrkij , (∇f,h

∂k̄
gs)(δi, δj) = −h

f
yrRrkij . (3.13)
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Since (TM, gf1 ,∇f,h) is statistical, from (3.13), we get

yr

2
{Rijrk +Rs

ijr∂s(f1)∂k(f1) +
h

f
Rrkij} = 0.

Differentiating with respect to yt , we obtain(
1 +

h

f

)
Rijtk +Rs

ijt∂s(f1)∂k(f1) = 0.

Thus, we get the following:

Theorem 3.10 Let (M, g) be a Riemannian manifold, let ∇ be an affine connection on M , let (TM, gf1) be
its tangent bundle equipped with the gradient Sasaki metric and let ∇f,h be the Levi-Civita connection of the
twisted Sasaki metric Gf,h . If (TM, gf1 ,∇f,h) is a statistical manifold, then

Hessf1(Z,X)Y (f1) + Hessf1(Z, Y )X(f1) =
1

2(f + h)
Z(h)g(X,Y ) +

1

2h
Z(h)Y (f1)X(f1),

and (
1 +

h

f

)
R(X,Y )Z = (R(Y,X)Z)(f1) grad(f1),

for all X,Y, Z ∈ χ(M) .

4. Geometry of tangent bundle with gradient Sasaki metric

In this section, we study the geometry of TM equipped with the gradient Sasaki metric gf .
Firstly, we study the necessary and sufficient conditions for the vector fields XV and XH to be Killing

for gf .
By a direct computation and using (2.1) and (2.4), we get

(LXV gf )(Y V , ZV ) = 0,

(LXV gf )(Y H , ZV ) = g(∇Y X,Z) + (∇Y X)(f)Z(f) = g(∇Y X,Z) + g((∇Y X)(f) grad(f), Z),

(LXV gf )(Y H , ZH) = 0.

Using (2.1) and (2.4), straightforward computations give

(LXHgf )(Y V , ZV ) = (∇Xg)(Y, Z) + g(T (X,Y ), Z) + g(Y, T (X,Z))

+ (T (X,Y ))(f)Z(f) + (T (X,Z))(f)Y (f)

+ Hessf (X,Y )Z(f) + Hessf (X,Z)Y (f),

(LXHgf )(Y H , ZV ) = g(R(X,Y )y, Z) + (R(X,Y )y)(f)Z(f)

= g(R(X,Y )y, Z) + g((R(X,Y )y)(f) grad(f), Z),

(LXHgf )(Y H , ZH) = (LXg)(Y, Z).

Thus, we get the following:
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Proposition 4.1 Let (M, g) be a Riemannian manifold and let (TM, gf ) be its tangent bundle equipped with
the gradient Sasaki metric. Then the following assertions hold

(1) if ∇ is a torsion-free affine connection on M , then XV is a Killing vector field for gf , if and only if
∇Y X = −(∇Y X)(f) grad(f) , for all Y ∈ χ(M) ;

(2) XH is a Killing vector field for gf if and only if X is a Killing vector field for g and

(∇Xg)(Y, Z) = −Hessf (X,Y )Z(f)−Hessf (X,Z)Y (f), R(X,Y )Z = −(R(X,Y )Z)(f) grad(f),

for all Y, Z ∈ χ(M) .

Here we compute the components of
C

∇gf to study the Codazzi and statistical structures for (TM, gf ,
C

∇) .
A direct computation gives

(
C

∇δkg
f )(∂ī, ∂j̄) = δkg

f (∂ī, ∂j̄)− gf (
C

∇δk∂ī, ∂j̄)− gf (∂ī,
C

∇δk∂j̄) (4.1)

= δkg
f (∂ī, ∂j̄)− gf ((∇∂k

∂i)
V , ∂j̄)− gf (∂ī, (∇∂k

∂j)
V )

= δk{gij + ∂i(f)∂j(f)} − {g(∇∂k
∂i, ∂j) + (∇∂k

∂i)(f)∂j(f)}

− {g(∂i,∇∂k
∂j) + ∂i(f)(∇∂k

∂j)(f)}

= ∂k(gij) + ∂k(∂i(f))∂j(f) + ∂i(f)∂k(∂j(f))− g(∇∂k
∂i, ∂j)

− (∇∂k
∂i)(f)∂j(f)− g(∂i,∇∂k

∂j)− ∂i(f)(∇∂k
∂j)(f)

= (∇∂k
g)(∂i, ∂j) + ∂k(∂i(f))∂j(f) + ∂i(f)∂k(∂j(f))

− (∇∂k
∂i)(f)∂j(f)− ∂i(f)(∇∂k

∂j)(f)

= (∇∂k
g)(∂i, ∂j) + ∂j(f)Hessf (∂k, ∂i) + ∂i(f)Hessf (∂k, ∂j).

We have also

(
C

∇∂ī
gf )(∂j̄ , δk) = (

C

∇∂j̄
gf )(δk, ∂ī) = 0, (4.2)

(
C

∇δig
f )(δj , ∂k̄) = −g(R(y, ∂i)∂j , ∂k)− (R(y, ∂i)∂j)(f)∂k(f),

(
C

∇δjg
f )(∂k̄, δi) = −g(R(y, ∂j)∂i, ∂k)− (R(y, ∂j)∂i)(f)∂k(f), (

C

∇∂k̄
gf )(δi, δj) = 0,

(
C

∇δig
f )(δj , δk) = (∇∂i

g)(∂j , ∂k), (
C

∇∂ī
gf )(∂j̄ , ∂k̄) = 0. (4.3)

Let (TM, gf ,
C

∇) be a Codazzi manifold. The first equation of (4.3) implies that ∇ is Codazzi. On the other
hand, from (4.1) and (4.2), we deduce

(∇∂k
g)(∂i, ∂j) = −∂j(f)Hessf (∂k, ∂i)− ∂i(f)Hessf (∂k, ∂j). (4.4)
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Since ∇ is Codazzi, then the above equation gives

∂k(f)Hessf (∂i, ∂j)− ∂i(f)Hess
f (∂k, ∂j) = T (∂i, ∂k)(f)∂j(f). (4.5)

Now, let (TM, gf ,
C

∇) be a statistical manifold. It is known that
C

∇ is torsion-free if and only if ∇ is torsion-free
and flat. Thus, we deduce that ∇ is a statistical connection. In this case, (4.5) reduces to the following

∂k(f)Hessf (∂i, ∂j)− ∂i(f)Hessf (∂k, ∂j) = 0.

Considering the above equation in (4.4), we get

(∇∂k
g)(∂i, ∂j) = −2∂k(f)Hessf (∂i, ∂j).

According to the above description, we conclude the following

Theorem 4.2 Let (M, g) be a Riemannian manifold, let ∇ be an affine connection on M , and let (TM, gf )

be its tangent bundle equipped with the gradient Sasaki metric. Then the following statements hold:

(1) if (TM, gf ,
C

∇) is a Codazzi manifold, then (M, g,∇) is a Codazzi manifold,

(∇Zg)(X,Y ) = −Hessf (Z,X)Y (f)−Hessf (Z, Y )X(f),

and

R(X,Y )Z = −(R(X,Y )Z)(f) grad(f),

such that

Hessf (X,Y )Z(f)−Hessf (Z, Y )X(f) = T (X,Z)(f)Y (f), ∀ X,Y, Z ∈ χ(M);

(2) if (TM, gf ,
C

∇) is a statistical manifold, then (M, g,∇) is a statistical manifold and

(∇Zg)(X,Y ) = −2Hessf (X,Y )Z(f).

Now we study the necessary conditions for (TM, gs,∇f ) to be a statistical manifold. Direct computations
give

(∇f
∂k̄
gs)(δi, δj) = −yr

2
Rrkij −

yr

2
∂k(f)g(R(∂r, grad f)∂i, ∂j)

− yr

2
Rrkji −

yr

2
∂k(f)g(∂i, R(∂r, grad f)∂j), (4.6)

(∇f
δi
gs)(δj , ∂k̄) = −yrRijrk − yr

2
∂k(f)g(∂j , R(∂r, grad f)∂i). (4.7)

If (TM, gs,∇f ) is a statistical manifold, from (4.6) and (4.7), we get

yr{Rrkij −
∂k(f)

2
g(∂i, R(∂r, grad f)∂j)} = 0.
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Differentiating with respect to yt , we obtain

Rtkij =
∂k(f)

2
g(∂i, R(∂t, grad f)∂j).

We have also

(∇f
δi
gs)(δj , δk) = (∇f

∂ī
gs)(∂j̄ , ∂k̄) = 0,

(∇f
∂ī
gs)(∂j̄ , δk) =

∂i(f)

2
g(∇∂j

grad f, ∂k) +
∂j(f)

2
g(∇∂i

grad f, ∂k)−
∂i(f)

2
g(∇∂k

grad f, ∂j)

− 1

2a
{g(∂i,∇∂k

grad f)− ∂k(a)

2
∂i(f)}∂j(f), (4.8)

(∇f
δk
gs)(∂ī, ∂j̄) = −∂i(f)

2
g(∇∂k

grad f, ∂j)−
∂j(f)

2
g(∇∂k

grad f, ∂i)

− 1

2a

(
g(∂i,∇∂k

grad f)− ∂k(a)

2
∂i(f)

)
∂j(f)−

1

2a

(
g(∂j ,∇∂k

grad f)

− ∂k(a)

2
∂j(f)

)
∂i(f). (4.9)

Since (TM, gs,∇f ) is statistical, from (4.8) and (4.9), we get

−∂j(f)g(∇∂k
grad f, ∂i)−

1

a

(
g(∂j ,∇∂k

grad f)− ∂k(a)

2
∂j(f)

)
∂i(f)

= ∂i(f)g(∇∂j grad f, ∂k) + ∂j(f)g(∇∂i grad f, ∂k).

Thus, we get the following:

Theorem 4.3 Let (M, g) be a Riemannian manifold, let (TM, gs) be its tangent bundle equipped with the
Sasaki metric, and let ∇f be the Levi-Civita connection of the gradient Sasaki metric gf . If (TM, gs,∇f ) is
a statistical manifold, then we have

− Y (f)g(∇Z grad f,X)− 1

a

(
g(∇Z grad f, Y )− 1

2
Z(a)Y (f)

)
X(f)

= X(f)g(∇Y grad f, Z) + Y (f)g(∇X grad f, Z),

and

R(X,Y )Z =
1

2
g(X,R(Z, grad f)Y ) grad f,

for all X,Y, Z ∈ χ(M) .

Now we focus on (TM,Gf,h,∇f1) . Direct computations give

(∇f1
δi
Gf,h)(δj , δk) = ∂i(f)gjk, (∇f1

∂ī
Gf,h)(∂j̄ , ∂k̄) = 0, (∇f1

∂k̄
Gf,h)(δi, δj) = 0, (4.10)
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(∇f1
δi
Gf,h)(δj , ∂k̄) =

yr

2
{(h− f)Rijrk − f∂k(f1)g(∂j , R(∂r, grad f1)∂j)}. (4.11)

If (TM,Gf,h,∇f1) is a statistical manifold, from (4.10), we get ∂i(f) = 0 , i.e., f is constant. (4.11) implies

yr

2

(
(h− f)Rijrk − f∂k(f1)g(∂i, R(∂r, grad f1)∂j)

)
= 0.

Differentiating with respect to yt , we obtain

(h− f)Rijtk − f∂k(f1)g(∂i, R(∂t, grad f1)∂j) = 0.

We have also

(∇f1
∂ī
Gf,h)(∂j̄ , δk) =

∂i(f1)

2
fg(∇∂j

grad f1, ∂k) +
∂j(f1)

2
fg(∇∂i

grad f1, ∂k)

− ∂i(f1)

2
hg(∂j ,∇∂k

grad f1)−
h

2a
{g(∂i,∇∂k

grad f1)−
∂k(a)

2
∂i(f1)}∂j(f1), (4.12)

(∇f1
δk
Gf,h)(∂ī, ∂j̄) = −∂i(f1)

2
hg(∇∂k

grad f1, ∂j)−
h

2a
{g(∂i,∇∂k

grad f1)−
∂k(a)

2
∂i(f1)}∂j(f1)

− ∂j(f1)

2
hg(∇∂k

grad f1, ∂i)−
h

2a
{g(∂j ,∇∂k

grad f1)−
∂k(a)

2
∂j(f1)}∂i(f1)

+ ∂k(h)gij . (4.13)

Since (TM,Gf,h,∇f1) is statistical, from (4.12) and (4.13), we get

∂i(f1)

2
fg(∇∂j

grad f1, ∂k) +
∂j(f1)

2
fg(∇∂i

grad f1, ∂k) = ∂k(h)gij −
h

2a
{g(∂j ,∇∂k

grad f1)

− ∂k(a)

2
∂j(f1)}∂i(f1)−

∂j(f1)

2
hg(∇∂k

grad f1, ∂i).

Thus, we get the following:

Theorem 4.4 Let (M, g) be a Riemannian manifold, let (TM,Gf,h) be its tangent bundle equipped with
the twisted Sasaki metric, and let ∇f1 be the Levi-Civita connection of the gradient Sasaki metric gf1 . If
(TM,Gf,h,∇f1) is a statistical manifold, then f is constant. Moreover, we have

fX(f1)g(∇Y grad f1, Z) + fY (f1)g(∇X grad f1, Z) = 2g(X,Y )Z(h)

− hY (f1)g(∇Z grad f1, X)− h

a

(
g(∇Z grad f1, Y )− 1

2
Z(a)Y (f1)

)
X(f1),

and

(h− f)R(X,Y )Z = fg(X,R(Z, grad f1)Y ) grad f1,

for all X,Y, Z ∈ χ(M) .
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5. 1-Stein and Osserman structures on TM

In this part, we introduce two geometric concepts, such as 1 -Stein and Osserman space. Then we show that

TM is a 1 -Stein space whenever it is equipped with the complete lift connection
C

∇ . In the end, we prove that

if ∇ is a flat connection, then TM equipped with
C

∇ is a globally Osserman space. It is known that
C

∇ is the
Levi-Civita connection of the complete lift metric on TM (see [20] for more details). Studying 1 -Stein and
Osserman structures on TM with twisted Sasaki metric and gradient Sasaki metric are interesting ideas that
can be studied in the future.

The Jacobi operator JX(Y ) = R(Y,X)X is a self-adjoint operator and it plays an important role in
the curvature theory. Let spec{JX} be the set of all eigenvalues of the Jacobi operator JX and S(M, g) be
the sphere bundle of unit tangent vector fields. One says that (M, g) is Osserman at p ∈ M , if for every
X,Y ∈ Sp(M, g) , we have spec{JX} = spec{JY } , i.e. the eigenvalues of JX are independent of the tangent
vector at p . Furthermore, (M, g) is pointwise Osserman, if it is Osserman at each p ∈ M . Also, (M, g) is
globally Osserman if, for any point p ∈ M and any unit tangent vector X ∈ TpM , the eigenvalues of the Jacobi
operator depend neither on X nor on p , i.e. the eigenvalues of JX are constant on S(M, g) . We recall that
globally Osserman manifolds are clearly pointwise Osserman manifolds.

Let (M, g) be a Riemannian manifold, p ∈ M , Z ∈ Sp(M, g) . Associated to the Jacobi operators, and

natural number t , there exist some functions ft defined by ft(p, Z) = g(Z,Z)t trace(J
(t)
Z ) , where J

(t)
Z is the

tth power of the Jacobi operator JZ . We say that the Riemannian manifold (M, g) is k -Stein at p ∈ M , if
ft(p, Z) is independent of Z ∈ Sp(M, g) for every 1 ⩽ t ⩽ k . Moreover, (M, g) is k -Stein if it is k -Stein at
each point.

Lemma 5.1 [10] Let (M, g) be a 4-dimensional Riemannian manifold. Then (M, g) is pointwise Osserman if
and only if (M, g) is 2-Stein.

Now we study the 1 -Stein and Osserman structure of TM , whenever it is equipped with the complete

lift connection
C

∇ . We denote by R̄ (respectively, J̄ ) the Riemannian curvature tensor and the Jacobi operator

of
C

∇ . Let u ∈ TM and v ∈ Tu(TM) . So we have v = Xkδk +X k̄∂k̄ , where Xk, X k̄ are smooth functions on
TM . Direct computations give us

J̄v(δi) = R̄(δi, v)v = R̄(δi, X
kδk +X k̄∂k̄)(X

kδk +X k̄∂k̄)

= (Xk)2R̄(δi, δk)δk +XkX k̄R̄(δi, δk)∂k̄ +X k̄XkR̄(δi, ∂k̄)δk + (X k̄)2R̄(δi, ∂k̄)∂k̄.

Using (2.2) and a straightforward computation, we get

R̄(δi, δk)δk = (J∂k
(∂i))

H + (R(y, ∂i)∇∂k
∂k −R(y, ∂k)∇∂i∂k +∇∂iR(y, ∂k)∂i −∇∂k

R(y, ∂i)∂k)
V
.

We have also

R̄(δi, δk)∂k̄ = (J∂k
(∂i))

V , R̄(δi, ∂k̄)δk = R̄(δi, ∂k̄)∂k̄ = 0.

We set A = R(y, ∂i)∇∂k
∂k − R(y, ∂k)∇∂i

∂k + ∇∂i
R(y, ∂k)∂i − ∇∂k

R(y, ∂i)∂k . Also from (2.2), we obtain
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J̄v(∂ī) = 0 ; thus, the matrix representation of the Jacobi operator of TM is

J̄v =

[
(Xk)2(J∂k

(∂i))
H 0

(Xk)2AV + (XkX k̄)(J∂k
(∂i))

V 0

]
.

Since (Xk)2(J∂k
(∂k))

H = 0 , for k = 1, . . . , n , we conclude that the principal diagonal entries are zero, so
trace(J̄v) = 0 , i.e. trace is independent of v . Therefore, TM is a 1 -Stein space. Moreover, if ∇ is a flat

connection, then the Jacobi operator J̄v of TM equipped with
C

∇ is zero. Thus, spec{J̄V } = {0} , so TM is
globally Osserman. As mentioned above and using Lemma 5.1, we get the following:

Proposition 5.2 Let (M, g) be a Riemannian manifold, let ∇ be an affine connection, and let TM be its
tangent bundle. Then the following statements hold:

(1) TM equipped with the complete lift connection
C

∇ is a 1-Stein space;

(2) if ∇ is a flat connection, then TM equipped with
C

∇ is globally Osserman. Moreover, if M is 2-

dimensional, then TM equipped with
C

∇ is a 2-Stein space.
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