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Abstract: In this paper, a matrix-collocation method which uses the Euler polynomials is introduced to find the
approximate solutions of singularly perturbed two-point boundary-value problems (BVPs). A system of algebraic
equations is obtained by converting the boundary value problem with the aid of the collocation points. After this
algebraic system, the coefficients of the approximate solution are determined. This error analysis includes two theorems
which consist of an upper bound of errors and an error estimation technique. The present method and error analysis
are applied to three numerical examples of singularly perturbed two-point BVPs. Numerical examples and comparisons

with other methods are given. These applications and comparisons show that the method gives effective results.
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1. Introduction

Singularly perturbed differential equations are often utilized for modeling a physical phenomena such as aerody-
namics, elasticity, fluid mechanics, magneto-hydrodynamics, fluid dynamics, plasma dynamics, oceanography,
etc. These problems are containing a small parameter €. While the solution of the problem changes slowly in
some parts of the domain, it changes rapidly in other parts. Additionally, the solution function of such problems
changes rapidly near the boundary points. Expansion methods asymptotically are available for solving these
type problems. However, it is difficult to find the appropriate asymptotic expansions in the inner and outer
regions. Therefore, for solving the singularly perturbed boundary value problems more simpler and efficient
computational techniques are required.

In recent years, the papers including various methods such as the B-spline collocation method [9], the
seventh order numerical method [1], the finite difference methods [8], the B-spline method [10], the finite
difference method with second order spline [12], a other numerical algorithm of the finite difference method [6],
the Bessel collocation method [15] and the Laguerre method [16] have been published for solving the mentioned
problems.

In this article, the singularly perturbed differential equation is considered in the form

ey’ (t) +a()y'(t) + b(t)y(t) = g(t), t€[0,1], (1.1)
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with conditions

y(0) =&, y(l)=¢& , (1.2)

where 0 < ¢ < 1,&, and & show the known constants, y(t) shows the unknown function of the problem,
a(t),b(t) and g (t) are smooth functions sufficiently in [0,1].
To find an approximate solution of Eq. (1.1), we will seek the approximate solution in the form of the

truncated Euler series

N
y(t) Zyn(t) = Y an En(t), 0<t<1. (1.3)
n=0

In Section 2, the Euler polynomials are introduced. Section 3 describes the matrix relations of the
unknown function and its derivatives in the orginal problem. The Euler matrix-collocation method is presented
in Section 4. In Section 5, a theorem regarding error estimates is derived by using the residual correction and
also another theorem which contains upper bound of the errors of the suggested technique is presented. As for

Section 6, the applications are made and the obtained results are discussed with the aid of some examples.

2. The Euler polynomials

Most polynomials play an important role in solving many problems in applied mathematics. One of them, the
Euler polynomials, is successful in numerical methods [2, 3]. The purpose of this work is to find the solutions of
the singularly perturbed differential equations by using the Euler polynomials. In this section, some significant
results of these polynomials are shown.

The Euler polynomials E,,(¢) which are described as

2e*t = "
n=0 :

The Euler polynomials can be obtained with the recursive calculation by utilizing the following formula [24];
n n . B
En(t)JrkZO( L )Ek(t)% ., on=12... (2.2)

The recurrence relations between the Euler polynomials and their derivatives is given by
E (t)=mE,_ 1), m>1. (2.3)

By means of Eq. (2.1), Eq. (2.2) or Eq. (2.3), some of the Euler polynomials can be computed as follows:

1 s 3 1

Eo(t) =1, El(t):tfia By(t) =t* —t, Es(t):t3*§t2+za
5 5 1
Ey(t) = t* — 213 + t, E5(t):t5f§t4+§t275,

7 35 21 17
Eg(t) =15 — 31> + 53 - 3t, E(t)=1t" — 5156 + Zt4 - 5752 +g
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3. Matrix relations
In this section, the solution form and its derivatives will be expressed in matrix forms by means of the Euler
polynomials. Now let us see the relevant lemma and proofs. For this purpose, let us begin by writing the

solution form (1.3) in the following matrix form

yt)Zyv () =E@)A (3.1)

where

where

[ 1( 1 ) 12 i N
2\ 0 2\ 0 2 0
2 N
1 1
(D) - N
1
0 0 1 oy
L 0 0 0 1 d(N+1)x(N+1)

Proof From the right side, we multiply the vector T(t) with the matrix D. Hence we have the vector
E(t)=T(t)D. O

Lemma 3.2 The derivatives of the solution form Eq. (3.2) can be expressed by the matrixz relations

y(t)2yy(t) =E (#)A=T(1)D =T (t) BDA (3.3)
y® ) 2 yy® (t) = E® (1) A =T (t)B*DA, £ =0,1,2,...., (3.4)
where
010 0 100 -~ 0
00 2 0 010 -+ 0
B = : B’ =
000 0O N 00 0 0
000 0 O 00 0 1
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Proof It must be cleary expressed the matrix representations E’ () in Eq. (3.3). For this reason, it will be used
the derivative relation of E,, (¢) in Eq. (2.3). Due to the fact that the derivative relation is E/, (t) = mFE;,—1 (t),

the matrix representation for the derivatives can be written as

. Lastly, by putting these relations in the regarding expressions, the matrix representations Eqs. (3.3) and
(3.4) are obtained. O

4. The Euler matrix-collocation method
In this section, the method is described by using matrix relations in the previous section and equally spaced

collocation points.

Lemma 4.1 It is assumed that the problem in Eq. (1.1) has an approximate solution in the form Eq. (1.3).

The matriz representation is obtained as follows:

T (t) B’DA + a(t)T (t) BDA + b(t)T (t) DA = g(t) . (4.1)

Proof The desired relation is obtained when the obtained matrix representations Eqgs. (3.2) and (3.4) are
substituted in Eq. (1.1). O
In next theorem, we use the equally spaced collocation points

b—a.

7

N )

ti=a+ i=0,1,...,N.

Theorem 4.2 We suppose that a polynomial solution of the singular perturbed problem (1.1) is sought in the
form of the truncated Euler series (1.3). Then by utilizing the equally spaced collocation points, Equation (1.1)

1s reduced to the following system of algeraic equations
WA=G & [W:G]. (4.2)
Proof If the collocation points are written in Eq. (4.1), then we get
eT (t;) B’DA + a(t;)T (t;) BDA + b(t;)T (t;) DA = g(t;) (4.3)
Briefly Eq. (4.3) can be written as WA = G. Here

W = ¢T (t;) B’D + a(t;)T (t;) BD 4+ b(t;)T (t;) D
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« 0 0 T (to) g (to)
o 0 € O L T- T(.tl) G- g(.h)
0 :

0 0 e T (tn) g(tn)

(Z(to) 0 0 b(to) 0 0
a— 0 a(ty) O b— 0 b(t1) 0
: . . 0 : . ) 0
0 - 0 alty) 0 - 0 blty)

. Hence, this completes the proof of the theorem.

O

Lemma 4.3 The conditions Eq. (1.2) can be written in the matriz forms based on the Euler polynomials as

follows:
T(O0)DA=¢&, T(1)DA=¢& or [U: f} , (4.4)
where
U= [ Uop Uor cc UON ]
uijp U1 -+ UIN
_ | %
=§]

Proof By writing the values of the solution form (3.1) and the relation (3.2) at ¢ = 0 and ¢ = 1 in the
conditions of (1.2), the proof is completed.

O

Theorem 4.4 We assume that a polynomial solution of the problem (1.1)—(1.2) is sought in the form of the
truncated Euler series (1.3). Then by utilizing the equally spaced collocation points, the problem (1.1)-(1.2) is

reduced to the following system of algeraic equations as WA=G. Here, [W, é] is obtained by replacing any
two rows [W; G| by [U:¢] .

Proof A new matrix system is created by writing two rows [U : £] obtained for the conditions Eq. (1.2) in

Lemma 4.3 instead of any two rows of the system of algebraic equations [W; G] in Theorem 4.2. This new

system is also represented by WA= G. Thus, the proof is finished.
O

Corollary 4.5 The system of linear algebraic equations in Theorem ./ is solved and then the unknown Fuler
coefficients a,, are calculated. Thus, the coefficients are determined by the Fuler polynomial approach. Finally,

the approximate solution is acquired as follows:
yn(t) = E(t)A = T(t)DA . (4.5)
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5. Error analysis

In this part of the study, error analysis is studied. Initially, a theorem about the upper bound of error is stated

then after, a theorem for estimating the error is given.

Theorem 5.1 Let y(t) be the exact solution and yy(t) = E(t) A be the Euler polynomial solution of the
problem Egs. (1.1)—~(1.2) having degree N. Also it is assumed that yN (t) = T(t) A denotes the N-th degree

Maclaurin series [14] of y(t). Then, an upper bound of the absolute error of the Euler polynomial solution

yn (t) becomes as below

ly(#) = yn (D)lloo < i [y ()l loo + (| Alloc + [1Slloo ]| Alloo) (5.1)

N +2)
where T(t)=[1t - tN], E({)=[Ey(t) Ei(t) --- Ex(®)],t€[0,1] and AA=A—A .

Proof Initially, let us add and subtract the Maclaurin expansion y3 () with N-th degree in ||y(t) — yn ()]s
and then let us use the triangle inequality. Hence we have
ly(®) —ynO)llec = lly(t) —yn' () +yN (t) = yn ()]s
< ly(®) = y¥ O)lle + lly¥ () = yn (O)]loo- (5.2)

From Lemma 3.1, we can express the Euler polynomial solution yn(t) = E (¢) A by the matrix form yy(t) =

T (t) SA. From the hypothesis, we know that y!(¢) = T (¢) A shows the N-th degree Maclaurin series of y(t).
From these informations, we can write
N () =y Dlle = IIT(t) (A~ DA) ||
< NIl (IIAlloo + Dl [Allc), 0t <1 (5.3)

o y"(0)

T _im. So th
n=NH (1) 70

Otherwise, it is known that the remainder term of the Maclaurin series y3 (¢) is >

following inequality can be written

M < AUN <t<1. 4
) =¥ @ <1 Y el 0<es (5.4
n=N+1
Then, by using Eqgs. (5.2), (5.3) and (5.4), we obtain
o _y"(0) X
t) — oo < —_— T(#)|]oo [ |[A]]co D||o||Allo ), 0<t<1. 5.9
ly(t) = yn (D)l _‘n}NHF(nJrl)HH ll (ll [loo + [IDIfoo || Al ) (5.5)

Since there exists ¢; € (0,1) such that

oo

y"(0) ., N v
th = 0<t<1
2o T Tyt @ 0=t
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in the remainder term of Maclaurin series, the inequality Eq. (5.5) becomes as below

ly(®) = yn (O)]eo < ﬁ\ly“l(ct)llm + (|Allos + |Dl|cl[Allc), 0< <1 (5.6)

Hence, the proof of the theorem is carried out. O

Theorem 5.2 Let y(t) be the exact solution and yn(t) be the Euler polynomial solution of the problem Egs.

(1.1)~(1.2), respectively. To estimate the error en(t), we get the error problem as follows:
e (t) +a(t)en(t) +b(t)en(t) = —Rn(t), te[0,1], (5.7)
with conditions
6]\](0) = 0, eN(l) =0. (58)
Here,
en(t) =y(t) —yn(t)
Ry (t) = Lyn (1)) = g ()

represents the residual function obtained by subsitituting yn (t) instead of y(t) in the orginal problem Eq. (1.1).

Proof We consider the N-th degree Euler polynomial solution given by

N
yn(t) = Z an En(t),
n=0

of the problem Eqs. (1.1)—(1.2). It yields Eq. (1.1) and so it can be written as below

Ry (t) = eyx () + a(t)yn (t) + b()yn (t) — g(t). (5.9)

It can be obtained the homogeneous conditions because of the approximate solution Eq. (4.5) satisfies conditions
Eq. (1.2)

. So the error problem is constructed as follows:

ee () + a(t)ely(t) + b(t)en (t) = —Rn(t),
en(0) =0, en(1)=0. (5.10)

Consequently, the proof is completed. O

Corollary 5.3 We solve this problem given by (5.10) by using the suggested method in Section 4 and so we

have

NE

enm(t) =) apEpn(t) . (5.11)

=
Il

0

The approzimate solution ey a(t) in Eq. (5.11) becomes an estimation function of the actual error function

eN(t) .
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6. Numerical illustrations

In this section, to show the correctness and effectiveness of the suggested method some numerical examples are
given. A code written in Matlab on PC (which has 8 GB RAM, i7-8550M processor and 1.80 Ghz) has been

used.
Besides, CPU times on Matlab for different values of N and e have been computed. Moreover, using a

distributed convergence computational order formula in [5], the experimental order of the time complexity

(EOTy) with respect to N can be calculated for the present method as follows:

10g|TN71/7—N‘

O gl v = /v

Here, 7y shows an exact time run by the timing module according to N. As such, the timing complexity of the

suggested method is given in the numerical examples.

Example 6.1. [8, 15] Let us first solve the singularly perturbed differential equation

1 1

—ey”(t) + my/(t) + my(t) =g(t), tel0,1]

with the boundry conditions y(0) =1+ 2% and y(l)=2+e.

1 1 1 -1 1
H )= ——. b(t) = —— =—e+—4+ — e+ —2=(t+ 1)<
ere, a (t) (t) g (t) <6+t+1+t+2)6+t+2 (t+1)

and the exact solution of the problem is given by y(t) = et + 2% (¢t + 1)1+% .

We apply the procedure step by step for various values of N and e in Section 4, we calculate the

approximate solutions of problem. We can note some of them as follows:

ye(t) = 0.07394¢° + 0.35210t* + 0.79222¢> + 1.12502¢* + 1.31251¢ + 1.06250, e=2"2

ys(t) = 0.048641340.12169¢" +0.34399t5+0.49430t°+0.53535¢*4-0.494623+-0.64063t>+1.03516¢+1.00391 € = 273

ySo(t) = 3.51114¢*° — 7.89988¢° 4 10.73619¢% — 7.33270¢™ + 3.69018° — 0.90083° +
0.24944t* 4 0.16207t> + 0.50237t> + 1.00030¢ + 1.00002 e =2"*

ySa(t) = 289.75410t" — 1338.37672t? + 2815.69446t! — 3523.29676¢'0 4 2895.33642t7 — 1632.13061¢°
+640.87426t" — 174.33856t5 + 31.97318t> — 3.66845t" + 0.40140t3 + 0.49582t% + 0.99974t +1 ¢

The maximum absolute errors, the CPU running time results and the experimental order of timing complexity
for various values of (N, M) and e and comparison of the other methods are tabulated for Example 6.1 in
Tables 1-4, respectively. And also, the comparisons of the absolute error functions for different values of € are
seen in Figures 1-3.

It is seen from Tables 2 and 3 that the CPU running time results with the EOTy are good. In Table

4, we compare our obtained results with other methods e-Uniformly convergent fitted mesh finite difference

3267
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Table 1. Maximum absolute errors for some values of N, M and € in Example 6.1.

Absolute errors (actual, estimated, improved)
leg] lefs| |€§,9| |655,16‘ |E§,9| |Efs,16|
2 | 1.1390e-8 | 7.3719e-14 | 1.0911e-8 | 9.0405e-14 | 4.8199e-10 | 3.3751e-14
31 7.6066e-6 | 7.3719¢-14 | 7.6062¢-6 | 2.4682e-14 | 3.6894e-10 | 3.6415¢-14
41 9.6302e-3 | 1.2517e-9 | 7.2947e-3 | 1.2326e-9 | 2.3508e-3 | 1.9057e-11
51 1.6123e-1 | 4.8337e-4 | 6.6685e-2 | 3.5261e-4 | 9.5627e-2 1.3192e-4
—6 | 5.3014e-1 | 7.3393¢-2 1.1104e-1 | 2.5260e-2 | 4.2784e-1 | 4.8293e-2
71 9.3779-1 | 4.1172¢-1 1.2304e-1 | 5.5020e-2 | 8.3517e-1 | 3.5788e-1
Table 2. CPU running time results in Example 6.1.
ys e=2"" |ys e=2" |y e=2"2 |y e=2" | yjy e=2"% |y} e=277
CPU time | 1.042 s 1.002 s 1.123 s 1.037 s 1.169 s 1.093 s
Table 3. Time complexity in Example 6.1.
N/EOTy | 10 11 12 13 14 15
e=272 0.044 | 0.010 | 0.075 | 0.012 | 0.527 | 0.569
e=2"3 0.262 | 0.020 | 0.287 | 0.125 | 0.073 | 0.537
e=2"4 0.009 | 0.088 | 0.021 | 0.162 | 0.294 | 0.296
€e=277° 0.288 | 0.010 | 0.170 | 0.011 | 0.184 | 0.324
e=276 0.081 | 0.020 | 0.171 | 0.263 | 0.218 | 0.052
e=2"" 0.293 | 0.058 | 0.136 | 0.135 | 0.096 | 0.090
Table 4. Comparison of absolute errors in Example 6.1.
Proposed method SFDM - FFDM|[8] | Bessel function [15]
|es| |Efs 16l n=064 | n=064 |efs| | B3 14l
2| 7.3719¢-14 | 3.3751e-14 | 0.78e-4 | 0.78¢-4 2.5091e-14 | 5.4179e-14
=3 | 7.3719¢-14 | 3.6415e-14 | 0.30e-3 | 0.30e-3 5.5733e-14 | 1.3545e-14
41 1.2517e-9 | 1.9057e-11 | 0.11e-2 | 0.11e-2 5.9422e-7 | 3.3387e-8
=5 | 4.8337e-4 | 1.3192e-4 | 0.40e-2 | 0.40e-2 4.5215e-3 1.5796e-3
61 7.3393e-2 | 4.8293e-2 | 0.16e-2 | 0.16e-2 1.4935e-1 1.0686e-1
7| 4.1172e-1 | 3.5788e-1 | 0.70e-1 | 0.17e-1 5.3316e-1 | 4.7055e-1

methods given in [8] and the Bessel function method given in [15]. From these comparison, it is seen that they

are the results of other one while our results are similar to the results of the Bessel function method.
Absolute error functions for Example 6.1 are shown in Figures 1-3. It can be clearly inferred that when

N is increased, they approach to zero.

Example 6.2. [9] Consider the singularly perturbed differential equation

ey’ (t)+3y'(t)=1+2t, tel0,1]

with the boundary conditions y(0) =0 and y(1) = 1.
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100 1
o 10°F o 10°F
g S
i i
2 ©
2 o 3
3 <00
g
©
5 3 2
—o—le, (V) xLuC = cEz.
——le 0l | g L =
—x— le, ()l é 10 S ;%;
legl | 8 g 1015 L2
—A—le (V)] 2 §
le, 0 g —o—le (1)l < —o—le (V)]
el ° ——leg 4t 2 ——IE ()]
—h—le (1)1 ; g —x—leg()l § —s—leg(t)
leo0! g0 leg o0 g10%0r Eg gl |
—A—le () § —A—le, M) 3 —A—le,
le, ! 181,101 1E 10,1201
le, (01 ——le (O i ——le (O
—te—le,, () —H—leyg 1,0 —H—IE5 1,0
1020 . . . . 1025 . . . : | 1025 . . . :
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
Time (1) (e=22) Time (t) (e=22) Time (t) (e=22)

Figure 1. (a) Comparison of the absolute error (actual) functions for € = 272 and N = 2, N = 14, (b) comparing the
estimated absolute error functions for € = 272 and some values of (N, M), (c) comparing the improved absolute error
functions for ¢ = 272 and some values of (N, M).

[ [
s 3
] In]
Q Q
= 5
S 3
1723 172
2 2
8 3
L g 3
—o—le,m | S £ S
2 5 k7 £
——le 0l | w =
= kel °
+|94(l)\ g g %
172 Q
leg(0) 2 % 5
—a—legt) 2 _g’
le, () g —o—leyt < —o—le )
eyt 5 107 —— o (01 107 —— I 0
—e—ley(1)] 3 ——leg(t) é ——leg()l
le o0l g leg (01 3 1Eg o(0)!
£101F "o 1 E10 )
—A—le,, ) S —a—le, 0 |} 38 —A—le, (1)
o0 10,1501 A 1E g 1o |2
le, 400! 0k el |} o el
—t—le,,(0) ‘ ‘ ‘ ‘ 1 ‘ ‘ —h—leg 0[] ‘ ‘ —h—IE ;01 1
0 02 04 06 08 1 0 02 04 06 08 1 0 02 04 06 08 1
Time () (e=27%) Time () (=274 Time (t) (=27

Figure 2. (a) Comparison of the absolute error (actual) functions for e = 27* and N = 2, N = 14, (b) comparing the
estimated absolute error functions for ¢ = 27* and some values of (N, M), (c) comparing the improved absolute error
functions for ¢ = 27* and some values of (N, M).

a(t)=0,b(t)=1, g(t)=1+2t
l—e—<

—1

and the problem’s exact solution is y(t) = ¢(t + 1 — 2¢) 4+ (2 — 1) !
—e <

The maximum absolute errors, the CPU times and the results of complexity for various values of (N, M)
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0 0.2 0.4 06 08 1 0 0.2 0.4 06 08 1 0 0.2 04 0.6 0.8 1
Time (t) (e=2") Time () (e=27%) Time (t) (=27

Figure 3. (a) Comparison of the absolute error (actual) functions for ¢ = 27% and N = 2, N = 14, (b) comparing the
estimated absolute error functions for ¢ = 275 and some values of (N, M), (c) comparing the improved absolute error
functions for ¢ = 27¢ and some values of (N, M).

and e and comparison of the other methods are tabulated for Example 6.2 in Tables 5-8, respectively. And

also, the comparisons of the absolute error functions for different values of € are seen in Figures 4 and 5.

Table 5. Maximum absolute errors for some values of (N, M) and € in Example 6.2.

Absolute errors (actual, estimated, improved)

€ |ed] |egs| leds | leSs, 16 |4 5] | Es.16
272 | 3.2898e-1 | 1.1086e-10 | 3.7097e-1 | 1.2094e-10 | 4.2464e-2 | 1.0072e-11
274 | 8.9121e-1 | 7.1073e-3 9.4578e-2 | 9.5174e-3 8.5807e-1 | 2.4103e-3
278 | 9.9219e-1 | 9.9362e-1 1.3949e-1 | 3.1384e-2 1.0051 9.9224e-1
2712 1 9.995%e-1 | 1.0008 1.3983e-1 | 3.1343e-2 | 1.0122 9.9948e-1

Table 6. CPU running time results in Example 6.2.

yi e=2""|y; e=2"" | yf e=2"2 yf e=2"" |y e=2"7|yj e=2""

CPU time | 1.056 s 1.038 s 1.102 s 1.047 s 1.336 s 1.129 s

Table 7. Time complexity in Example 6.2.

N/EOTy | 10 11 12 13 14 15

e=2"2 0.037 | 0.153 | 0.220 | 0.212 | 0.150 | 0.213
e=92"4% 0.111 | 0.141 | 0.076 | 0.094 | 0.226 | 0.107
e=2"8 0.046 | 0.203 | 0.109 | 0.129 | 0.263 | 0.053

e=2"12 0.111 | 0.202 | 0.065 | 0.035 | 0.389 | 0.066
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Table 8. Comparison of absolute errors in Example 6.2.

B-spline method B-spline method
Proposed method . . . . . . . .
without artificial viscosity[9] | with artificial viscosity[9]
€ eS| |E5 16 n=16 | n=32 n=16 | n=232
272 | 1.1086e-10 | 1.0072e-11 | 8.572¢-4 | 2.135e-4 1.083e-3 | 2.716e-4
274 | 7.1073e-3 | 2.4103e-3 | 3.023e-2 | 6.894e-3 7.816e-3 | 1.978e-3
278 19.9362-1 | 9.9224e-1 | 8.03%-1 | 5.956e-1 5.127e-2 | 2.272e-2
2712 1 1.0008 9.9948e-1 | 7.967 2.114 5.814e-2 | 2.980e-2
10° 1 10° 1
s h
§ 107 1 é 10°F
—o—le,) < <
—Q—Iea(t)l . § %
—s—le,mn | © = <3
ley (0l g s %
—a—te0l | 3 § 10710 i 5 § 10710 F
le, ) | 2 E] # E| ‘TJ‘
et | 2 2 |
—e—leg(t) < < I
le 0! g %
e b ;
o 0! £ —o—le01 g —o—le 0l
—h— Ie‘s(t)l © —+—le, 500 © B0
—— Ie::(t)l —x—le, ()1 | —x—le (O]
| ‘ ‘ ‘ o ‘ ‘ | Cs1e]] o ‘ ‘ IE 5,160
0 0.2 0.6 0.8 0 0.2 0.4 0.6 0.8 1 0.2 0.4 0.6 0.8 1
Time (t) (e=272) Time (t) (e=22) Time (t) (e=22)

Figure 4. (a) Comparison of the absolute error (actual) functions for ¢ = 272 and N = [2,16], (b) comparing the
estimated absolute error functions for ¢ = 272 and (N, M) = (4,5), (15,16), (c) comparing the improved absolute error
functions for ¢ = 272 and (N, M) = (4,5), (15, 16).

Tables 6 and 7 denote the CPU times and the results with the FOTy for Example 6.2. Table 8 shows
comparison of the results obtained by our method and the B-spline collocation method given in [9] of Example

6.2. As can be inferred from the tables, the result obtained by the present method gives better results for small

values of N. Absolute error functions for Example 6.2 are compared for some values of N in Figures 4 and 5. It

can be clearly inferred that when N is increased, they approach to zero.

Example 6.3. [8] Finally, consider the singularly perturbed differential equation

a(t)=(1+t)2% b)) =2(1+1), g(t)

ey (t) + (14 1)y (t) + 2(1 + t)y(t) = g(t),

—1 -7

with the boundry conditions y(0) =0 and y(1) =e=z —e

te[0,1]

and the exact solution of the problem is y(t) = ez +e

3271



—e—\ez(t)l
—o—\e3(t)l
—s—le, (Ol

le(t)!
—A—le (1)l

le,(t)
—=— leg(t)l
—h— leg ()l
le, (0!
—a—le, )

le )

Absolute Error

Figure 5. (a) Comparison of the absolute error (actual) functions for ¢ = 27* and N = [2,16], (b) comparing the
estimated absolute error functions for ¢ = 27* and (N, M) = (4, 5), (15,16), (c) comparing the improved absolute error
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Comparison of Absolute and Estimated Absolute Errors

0.2

Time (t) (e=2%)

I
0.4 0.6
4,

0.8 1

Comparison of Absolute and Improved Absolute Errors
S
S

10 —o—le, ) 104 —o—le, )
—+—le, )1 ——IE, 0
—x—le M) —x—le M)
Iews,us(m |E15‘15(m
10-5 1 1 L 10-5 1 L
0 0.2 0.4 0.6 0.8 1 0.2 0.4 0.6 0.8 1
Time (t) (e=27%) Time (t) (e=2%)

functions for ¢ = 27* and (N, M) = (4,5), (15, 16).

The maximum absolute errors, the CPU running time results and the experimental order of timing
complexity for various values of (N, M) and e and comparison of the other methods are tabulated for Example

6.3 in Tables 9-12, respectively. And also, the absolute error functions for various values of ¢ can be compared

in Figures 6 and 7.

Table 9. Maximum absolute errors for various values of (IV, M) and e in Example 6.3.

Absolute errors (actual, estimated, improved)

€ 5] eS| les o leSs, 16 |ES ol | Ef5.16]

21 2.8012e-3 | 8.3114e-8 | 2.3484e-3 | 1.3710e-7 | 4.5281e-4 | 5.3981e-8

274 | 1.2761 6.0226e-2 | 3.8216e-1 | 6.3733e-2 | 8.9393e-1 | 3.5075e-3

278 | 9.5528e-1 | 9.5537e-1 | 1.5926e-2 | 7.9790e-3 | 9.5538e-1 | 9.5530e-1

10~* | 9.8006e-1 | 9.8006e-1 | 1.6006e-2 | 8.0044e-3 | 9.8031e-1 | 9.8027e-1

1075 | 9.8027e-1 | 9.8032¢e-1 | 1.6008e-2 | 8.003%-3 | 9.8032e-1 | 9.8027e-1

1076 | 9.8027e-1 | 9.8032¢-1 | 1.6008e-2 | 8.0168e-3 | 9.8032¢-1 | 9.8027e-1

Table 10. CPU running time results in Example 6.3.
ys e=2"1]ys e=10"" |y, e=2"1 | yfy, e=10""1 |5y e=2"1 |y e=10"1%
CPU time | 1.078 s 1.090 s 1.129 s 1.133 s 1.184 s 1.211 s

In Tables 10 and 11, the CPU times and the results of the FOTy are tabulated for Example 6.3. In
Table 12, we compare the results of our method with the results of e-Uniformly convergent fitted mesh finite
difference methods given in [8] for Example 6.3. As can be inferred from the tables, the result obtained by

the present method gives better results than the ones obtained by e-Uniformly convergent fitted mesh finite

difference methods.
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Table 11. Time complexity in Example 6.3.

N/EOTy | 10 11 12 13 14 15

e=271 0.090 | 0.216 | 0.231 | 0.045 | 0.121 | 0.333
e=2"4 0.206 | 0.088 | 0.158 | 0.011 | 0.232 | 0.270
e=2"8 0.238 | 0.040 | 0.076 | 0.071 | 0.251 | 0.252

e=10"4 0.264 | 0.096 | 0.114 | 0.034 | 0.012 | 0.116
e=10"5 0.173 | 0.294 | 0.042 | 0.137 | 0.049 | 0.541
e=10"6 0.045 | 0.166 | 0.085 | 0.148 | 0.315 | 0.090

Table 12. Comparison of absolute errors in Example 6.3.

Fitted mesh difference
method (FMFDM)|8]
€ leSs] |Ef5 16l n=64 | n=128 | n =256
2-1 8.3114e-8 | 5.3981e-8 | 1.2e-2 | 2.9e-3 7.3e-4
274 | 6.0226e-2 | 3.5075e-3 | 2.9e-1 | 7.3e-2 1.8e-2
278 | 9.5537e-1 | 9.5530e-1 | 3.900 1.200 3.8e-1
10~* | 9.8006e-1 | 9.8027e-1 | 3.800 1.100 3.7e-1
1075 | 9.8032¢-1 | 9.8027e-1 | 3.800 1.100 3.7e-1
1076 | 9.8032¢-1 | 9.8027¢-1 | 3.800 1.100 3.7e-1

Proposed method
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—p—le M) 1€15,160)! 14516001
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0 02 0.4 06 0.8 1 0 0.2 0.4 06 0.8 1 0 0.2 0.4 0.6 0.8 1
Time (t) (e=2"") Time (1) (e=27") Time (t) (e=27")

Figure 6. (a) Comparison of the absolute error (actual) functions for ¢ = 27 and N = [3,16], (b) comparing the
estimated absolute error functions for € = 27! and (N, M) = (8,9), (15,16), (c) comparing the improved absolute error
functions for ¢ = 27! and (N, M) = (8,9), (15,16).

7. Conclusion

In this study, Euler matrix-collocation method for solutions of the singular-perturbation problems numerically is
presented. Besides, verification of solutions is performed using the defined techniques. Additionally, an estimate

of the error is provided with the residual error function. Also an upper bound for the errors is given. And also,
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Figure 7. (a) Comparing the actual absolute error functions for ¢ = 10™* and N = [3,16], (b) comparing the estimated
absolute error functions for € = 10™* and (N, M) = (8,9), (15,16), (c) comparing the improved absolute error functions

for €

=10"* and (N, M) = (8,9), (15, 16).

the estimated errors are close to the actual errors. Tables and figures indicate that improvement technique is

good. Applications of the present method in numerical examples show that the method is very effective. From

comparisons with other methods, it is seen that the method gives better results than other methods. Besides

all these, it is seen from the CPU times and the results of EFOTy that the problems are solved efficiently and

rapidly without the need for detailed procedures. In future, the method can be developed to solve singular

perturbed partial differential equations.
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