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$$
\begin{aligned}
& \text { Abstract: This paper deals with infinite system of nonlinear two-point tempered fractional order boundary value } \\
& \text { problems } \\
& \qquad{ }_{0}^{\mathrm{RL}} \mathbb{D}_{\mathbf{z}}^{\delta_{2}, \ell}\left[\mathrm{p}_{\mathrm{j}}(\mathbf{z})^{\mathrm{RL}} \mathbb{D}_{\mathbf{z}}^{\delta_{1}, \ell} \vartheta_{\mathrm{j}}(\mathbf{z})\right]=\lambda_{j} \varphi(\mathbf{z}, \vartheta(\mathbf{z})), \mathbf{z} \in[0, \mathrm{~T}], \delta_{1}, \delta_{2} \in(1,2) \\
& \qquad \vartheta_{\mathrm{j}}(0)=\lim _{\mathbf{z} \rightarrow 0}\left[{ }_{0}^{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{\delta_{1}, \ell}\left(e^{\ell \mathbf{z}} \vartheta_{\mathrm{j}}(\mathbf{z})\right)\right]=0 \\
& \qquad e^{\ell \mathrm{T}} \vartheta_{\mathrm{j}}(\mathrm{~T})=\lim _{\mathbf{z} \rightarrow \mathrm{T}}\left[{ }_{0}^{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{\delta_{1}, \ell}\left(e^{\ell \mathbf{z}} \vartheta_{\mathrm{j}}(\mathbf{z})\right)\right]=0
\end{aligned}
$$

where $j \in\{1,2,3, \cdots\}, \ell \geq 0,{ }_{0}^{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{\star}, \ell$ denotes the Riemann-Liouville tempered fractional derivative of order $\star \in\left\{\delta_{1}, \delta_{2}\right\}$, $\vartheta(\mathbf{z})=\left(\vartheta_{j}(\mathbf{z})\right)_{j=1}^{\infty}, \varphi_{j}:[0, T] \rightarrow[0, T]$ are continuous and we derive sufficient conditions for the existence of solutions to the system via the Hausdorff measure of noncompactness and Meir-Keeler fixed point theorem in tempered sequence spaces.
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## 1. Introduction

Fractional differential equations with boundary conditions have occupied an important area in the fractional calculus domain, since these problems appear in various applications of sciences and engineering, such as mechanics, finance, control theory, electricity, chemistry, biology, chemistry, and economics [8, 10, 32, 35, 36]. The progress of this field has motivated researchers to investigate some interesting questions related to the existence, uniqueness, and stability of solutions [13, 23, 25-27, 31].

The tempered fractional derivative is one of the generalized forms of the fractional derivatives. Multiplying classical fractional derivative by an exponential factor leads to the tempered fractional derivative. This new fractional operator depends on a parameter $\ell$, and the classical Riemann-Liouville and Caputo fractional derivatives are obtained in special cases for $\ell=0$. Nowadays, the tempered fractional derivative has become a popular topic for investigation due to its application in physics, groundwater hydrology, poroelasticity, geophysical flow, finance $[7,11,12,17,18,28]$ and so on. In [40], Zaky studied the well-posedness of the

[^0]solution to the following two-point nonlinear tempered fractional boundary value problem
\[

$$
\begin{gathered}
\mathrm{C}_{0} \mathbb{D}_{\mathrm{z}}^{\alpha, \ell} \vartheta(\mathrm{z})=\mathrm{g}(\mathbf{z}, \vartheta(\mathbf{z})) \mathrm{z} \in[0, \mathrm{~T}], \alpha \in(0,1) \\
a \vartheta(0)+b e^{\ell \mathrm{T}} \vartheta(\mathrm{~T})=c
\end{gathered}
$$
\]

and also derived and analyzed a Jacobi spectral-collocation method for the numerical solution. In [37], Yadav et al. discussed the numerical approximation to solve regular tempered fractional Sturm-Liouville problem

$$
\begin{gathered}
\left.{ }_{z}^{\mathrm{C}} \mathbb{D}_{b}^{\alpha, \ell}\left[\mathrm{p}(\mathrm{z})_{a}^{\mathrm{C}} \mathbb{D}_{\mathrm{z}}^{\alpha, \ell} \vartheta(\mathbf{z})\right]=\lambda \varphi(\mathbf{z}) \vartheta(\mathbf{z})\right) \mathrm{z} \in[a, b], \alpha \in(0,1) \\
\vartheta(a)=0,\left.\left[\mathrm{p}(\mathbf{z})_{a}^{\mathrm{C}} \mathbb{D}_{\mathrm{z}}^{\alpha, \ell} \vartheta(\mathrm{z})\right]\right|_{\mathrm{z}=b}=0
\end{gathered}
$$

by using finite difference method. Recently, Pandey et al. [24] studied the properties of eigenvalue for the regular tempered fractional Sturm-Liouville problem

$$
\begin{gathered}
{ }_{z}^{\mathrm{c}} \mathbb{D}_{b}^{\alpha, \ell}\left[\mathrm{p}(\mathrm{z})_{a}^{\mathrm{C}} \mathbb{D}_{\mathrm{z}}^{\alpha, \ell} \vartheta(\mathrm{z})\right]+\varphi(\mathrm{z}) \vartheta(\mathrm{z})=\lambda \psi_{\lambda}(\mathrm{z}) \vartheta(\mathrm{z}) \mathrm{z} \in[a, b], \alpha \in(0,1), \\
\vartheta(a)=0, \vartheta(b)=0,
\end{gathered}
$$

by using a fractional variational approach.
In functional analysis, the measure of noncompactness plays an important role which was introduced by Kuratowski [15]. Recently, Srivastava et al. [34] studied the solvability of nonlinear functional integral equations of two variables by using the measure of noncompactness on $C([0, a] \times[0, a])$ and a fixed point theorem. Moreover, the idea of measure of noncompactness has been used by many researchers in obtaining the existence of solutions of infinite systems of integral and differential equations, see the monograph of [6]. In [21], Mursaleen and Muhiuddine established existence theorems for the infinite systems of differential equations in the space $\ell_{p}$. Alotaibi et al. [2] discussed existence theorems for the infinite systems of linear equations in $\ell_{1}$ and $\ell_{p}$. In [33], Srivastava et al. studied the existence of solutions of infinite systems of $n^{t h}$ order differential equations in the spaces $c_{0}$ and $\ell_{1}$ via the measure of noncompactness. On the other hand, Mursaleen et al. [20] considered the following infinite systems of three-point fractional order boundary value problems in the spaces $c_{0}$ and $\ell_{p}$,

$$
\begin{aligned}
& { }^{\mathrm{RL}} \mathbb{D}_{0^{+}}^{\alpha}\left(\vartheta_{\mathrm{j}}(\mathrm{z})\right)+\mathrm{f}_{\mathrm{j}}\left(\mathrm{~s}, \vartheta_{\mathrm{j}}(\mathrm{z})\right), \quad 0<\mathrm{z}<\mathrm{T}, \quad 1<\alpha<2, \\
& \vartheta_{\mathrm{j}}(0)=0, \quad \vartheta_{\mathrm{j}}(\mathrm{~T})=a \vartheta_{\mathrm{j}}(\xi), \quad a \xi^{\alpha-1}<\mathrm{T}^{\alpha-1}, \quad \mathrm{j} \in \mathbb{N},
\end{aligned}
$$

and derived necessary conditions for the existence of solutions for the infinite system. Recently, Das et al. [9] studied the infinite system of fractional order two-point boundary value problem

$$
\begin{gathered}
{ }^{\mathrm{RL}} \mathbb{D}_{0^{+}}^{\alpha}\left(\vartheta_{\mathrm{j}}(\mathrm{z})\right)+\mathrm{f}_{\mathrm{j}}\left(\mathrm{z}, \vartheta_{\mathrm{j}}(\mathrm{z})\right), 0<\mathrm{z}<\mathrm{T}, 1<\alpha<2 \\
\vartheta_{\mathrm{j}}(0)=0, \vartheta_{\mathrm{j}}(\mathrm{~T})=0, \mathrm{j} \in \mathbb{N}
\end{gathered}
$$

via Hausdorff measure of noncompactness in the tempered sequence spaces and established existence of solutions for the infinite system. Inspired by the aforementioned studies, in this paper, we study the following infinite
system of nonlinear two-point tempered fractional order boundary value problems

$$
\left\{\begin{array}{c}
{ }_{0}^{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{\delta_{2}, \ell}\left[\mathrm{p}_{\mathrm{j}}(\mathrm{z})_{0}^{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{\delta_{1}, \ell} \vartheta_{\mathrm{j}}(\mathrm{z})\right]=\lambda_{j} \varphi(\mathrm{z}, \vartheta(\mathrm{z})), \mathbf{z} \in[0, \mathrm{~T}], \delta_{1}, \delta_{2} \in(1,2),  \tag{1.1}\\
\vartheta_{\mathrm{j}}(0)=\lim _{\mathrm{z} \rightarrow 0}\left[{ }_{0}^{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{\delta_{1}, \ell}\left(e^{\ell z} \vartheta_{j}(\mathrm{z})\right)\right]=0, \\
e^{\ell \mathrm{T}} \vartheta_{\mathrm{j}}(\mathrm{~T})=\lim _{\mathrm{z} \rightarrow \mathrm{~T}}\left[{ }_{0}^{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{\delta_{1}, \ell}\left(e^{\ell \mathrm{z}} \vartheta_{j}(\mathrm{z})\right)\right]=0,
\end{array}\right.
$$

where $j \in\{1,2,3, \cdots\}, \ell \geq 0,{ }_{0}^{\mathrm{RL}} \mathbb{D}_{z}^{*, \ell}$ denotes the Riemann-Liouville tempered fractional derivative of order $\star \in\left\{\delta_{1}, \delta_{2}\right\}, \vartheta(\mathbf{z})=\left(\vartheta_{\mathrm{j}}(\mathrm{z})\right)_{\mathrm{j}=1}^{\infty}, \varphi_{\mathrm{j}}:[0, \mathrm{~T}] \rightarrow[0, \mathrm{~T}]$ are continuous and we establish necessary conditions for the existence of solutions for the system via the concept of Hausdorff measure of noncompactness and Meir-Keeler fixed point theorem in a tempered sequence space.

## 2. Preliminaries

In this section, we first give the definitions and some properties of the tempered fractional calculus. Denote $L([a, b])$ as the integrable space which includes the Lebesgue measurable functions on the finite interval $[a, b]$. Let $A C[a, b]$ be the space of real values functions $\vartheta(\mathbf{z})$ which are absolutely continuous on $[a, b]$. For $n \in \mathbb{N}^{+}$, we denote $A C^{n}[a, b]$ as the space of real values functions $\vartheta(\mathbf{z})$ which have continuous derivatives up to order $n-1$ on $[a, b]$ such that $\frac{d^{n-1} \vartheta(z)}{d z^{n-1}} \in A C[a, b]$.

Definition $2.1([16,30])$ Suppose that the real function $\vartheta(\mathbf{z})$ is piecewise continuous on $(a, b)$ and $\vartheta(\mathbf{z}) \in$ $L([a, b]), \theta>0, \ell \geq 0$. The Riemann-Liouville tempered fractional integral of order $\theta$ is defined as

$$
{ }_{a}^{\mathrm{RL}} \mathbb{U}_{\mathbf{z}}^{\theta, \ell} \vartheta(\mathbf{z})=e^{-\ell \mathrm{z}} \underset{a}{\mathrm{RL}} \mathbb{I}_{\mathbf{z}}^{\theta}\left(e^{\ell \mathrm{z}} \vartheta(\mathbf{z})\right)=\frac{1}{\Gamma(\theta)} \int_{a}^{\mathbf{z}} e^{-\ell(\mathbf{z}-\mathrm{y})}(\mathbf{z}-\mathrm{y})^{\theta-1} \vartheta(\mathrm{y}) d \mathrm{y},
$$

where ${ }_{a}^{\mathrm{RL}} \mathbb{I}_{z}^{\theta}$ denotes the Riemann-Liouville fractional integral [14]

$$
{ }_{a}^{\mathrm{RL}} \mathbb{I}_{z}^{\theta} \vartheta(\mathrm{z})=\frac{1}{\Gamma(\theta)} \int_{a}^{\mathrm{z}}(\mathrm{z}-\mathrm{y})^{\theta-1} \vartheta(\mathrm{y}) d \mathrm{y} .
$$

Definition $2.2([16,30])$ For $n-1<\theta<n, n \in \mathbb{N}^{+}, \ell \geq 0$. The Riemann-Liouville tempered fractional derivative of order $\theta$ is defined as

$$
{ }_{a}^{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{\theta}, \ell(\mathbf{z})=e^{-\ell \mathrm{z} \mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{\Theta}\left(e^{\ell \mathrm{z}} \vartheta(\mathbf{z})\right)=\frac{e^{-\ell z}}{\Gamma(n-\theta)} \frac{d^{n}}{d \mathrm{y}^{n}} \int_{a}^{\mathbf{z}} \frac{e^{\ell \mathrm{y}} \vartheta(\mathrm{y})}{(\mathrm{z}-\mathrm{y})^{\theta-n+1}} d \mathbf{y},
$$

where ${ }_{a}^{\mathrm{RL}} \mathbb{D}_{z}^{\theta}$ denotes the Riemann-Liouville fractional derivative [14]

$$
{ }_{a}^{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{\boldsymbol{\theta}} \vartheta(\mathrm{z})=\frac{1}{\Gamma(n-\theta)} \frac{d^{n}}{d \mathrm{y}^{n}} \int_{a}^{\mathrm{z}} \frac{\vartheta(\mathrm{y})}{(\mathrm{z}-\mathrm{y})^{\theta-n+1}} d \mathrm{y} .
$$

Lemma 2.3 (Composite property[16]) Let $\vartheta(z) \in A C^{n}[a, b]$ and $n-1<\theta<n$. Then the Riemann-Liouville tempered fractional derivative and fractional integral have the composite property:

$$
\begin{equation*}
{ }_{a}^{\mathrm{RL} \mathbb{I}_{\mathrm{z}}^{\theta}, \ell}\left[{ }_{a}^{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{\theta, \ell} \vartheta(\mathbf{z})\right]=\vartheta(\mathbf{z})-\sum_{k=0}^{n-1} \frac{e^{-\ell \mathrm{z}}(\mathbf{z}-a)^{\theta-k-1}}{\Gamma(\theta-k)}\left[\left.{ }_{a}^{\mathrm{RL}} \mathbb{D}_{\mathbf{z}}^{\theta-k-1}\left(e^{\ell \mathrm{z}} \vartheta(\mathbf{z})\right)\right|_{\mathbf{z}=a}\right] \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
{ }_{a}^{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{\Theta, \ell}\left[{ }_{a}^{\mathrm{RL}} \mathbb{I}_{\mathrm{z}}^{\theta, \ell} \vartheta(\mathbf{z})\right]=\vartheta(\mathbf{z}) \tag{2.2}
\end{equation*}
$$

Remark 2.4 ([3]) For $\eta>-1$, we have

$$
{ }_{a}^{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{\theta} \mathbf{z}^{\eta}=\frac{\Gamma(\eta+1)}{\Gamma(\eta-\theta+1)} \mathbf{z}^{\eta-\theta}
$$

giving inparticular ${ }_{a}^{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{\theta} \mathrm{z}^{\theta-m}=0, m=1,2, \cdots, N$, where $N$ is the smallest integer greater than or equal to $\theta$. In order to study BVP (1.1), we first consider the following linear boundary value problem,

$$
\begin{gather*}
{ }_{0}^{\mathrm{RL}} \mathbb{D}_{\mathbf{z}}^{\delta_{1}, \ell} \vartheta_{\mathrm{j}}(\mathbf{z})+\mathrm{f}(\mathbf{z})=0, \mathbf{z} \in[0, \mathrm{~T}], \delta_{1} \in(1,2),  \tag{2.3}\\
\vartheta_{\mathrm{j}}(0)=e^{\ell \mathrm{T}} \vartheta_{\mathbf{j}}(\mathrm{T})=0 \tag{2.4}
\end{gather*}
$$

where $\mathrm{f} \in C[0, \mathrm{~T}]$ is a given function.
Lemma 2.5 For every $\mathrm{f} \in C[0, \mathrm{~T}]$, the linear boundary value problem (2.3)-(2.4) has a unique solution

$$
\begin{equation*}
\vartheta_{\mathrm{j}}(\mathbf{z})=\int_{0}^{\mathrm{T}} \aleph_{\delta_{1}}(\mathbf{z}, \mathrm{y}) e^{-\ell(\mathbf{z}-\mathrm{y})} \mathbf{f}(\mathrm{y}) d \mathrm{y} \tag{2.5}
\end{equation*}
$$

where

$$
\aleph_{\delta_{1}}(z, y)=\frac{1}{\Gamma\left(\delta_{1}\right)} \begin{cases}\frac{z^{\delta_{1}-1}(T-y)^{\delta_{1}-1}}{T^{\delta_{1}-1}}-(z-y)^{\delta_{1}-1}, & y \leq z \\ \frac{z^{\delta_{1}-1}(T-y)^{\delta_{1}-1}}{T^{\delta_{1}-1}}, & z \leq y\end{cases}
$$

Proof Applying the Rieman-Liouville tempered fractional integral operator ${ }_{0}^{\mathrm{RL}_{2}} \mathbb{I}_{\mathbf{z}}^{\delta_{1}, \ell}$ on both sides of the first equation of (2.3) and using composite property (2.1), we get

$$
\begin{equation*}
\vartheta_{\mathrm{j}}(\mathbf{z})=c_{0} e^{-\ell \mathbf{z}} \mathbf{z}^{\delta_{1}-1}+c_{1} e^{-\ell \mathbf{z}} \mathbf{z}^{\delta_{1}-2}-\frac{1}{\Gamma\left(\delta_{1}\right)} \int_{0}^{\mathbf{z}} e^{-\ell(\mathbf{z}-\mathbf{y})}(\mathbf{z}-\mathrm{y})^{\delta_{1}-1} \mathbf{f}(\mathrm{y}) d \mathbf{y} \tag{2.6}
\end{equation*}
$$

where $c_{0}=\left.\frac{1}{\Gamma\left(\delta_{1}\right)}{ }^{\mathrm{RL}} \mathbb{D}_{\mathbf{z}}^{\theta-1}\left(e^{\ell \mathbf{z}} \vartheta(\mathbf{z})\right)\right|_{\mathbf{z}=0}$ and $c_{1}=\left.\frac{1}{\Gamma\left(\delta_{1}-1\right)}{ }^{\mathrm{RL}} \mathbb{D}_{\mathbf{z}}^{\theta-2}\left(e^{\ell \mathbf{z}} \vartheta(\mathbf{z})\right)\right|_{\mathbf{z}=0}$. Using boundary conditions, we get $c_{1}=0$ and

$$
c_{0}=\frac{1}{\mathrm{~T}^{\delta_{1}-1} \Gamma\left(\delta_{1}\right)} \int_{0}^{\mathrm{T}} e^{\ell \mathrm{y}}(\mathrm{~T}-\mathrm{y})^{\delta_{1}-1} \mathrm{f}(\mathrm{y}) d \mathrm{y}
$$

Plugging $c_{0}$ and $c_{1}$ into (2.5), we obtain

$$
\begin{align*}
\vartheta_{j}(\mathbf{z})= & \frac{1}{\Gamma\left(\delta_{1}\right)} \int_{0}^{\mathrm{T}} e^{-\ell(\mathbf{z}-\mathrm{y})} \frac{\mathbf{z}^{\delta_{1}-1}(\mathrm{~T}-\mathrm{y})^{\delta_{1}-1}}{\mathrm{~T}^{\delta_{1}-1}} \mathrm{f}(\mathrm{y}) d \mathrm{y} \\
& -\frac{1}{\Gamma\left(\delta_{1}\right)} \int_{0}^{\mathrm{z}} e^{-\ell(\mathbf{z}-\mathrm{y})}(\mathbf{z}-\mathrm{y})^{\delta_{1}-1} \mathrm{f}(\mathrm{y}) d \mathrm{y}  \tag{2.7}\\
= & \int_{0}^{\mathrm{T}} \aleph_{\delta_{1}}(\mathrm{z}, \mathrm{y}) e^{-\ell(\mathbf{z}-\mathrm{y})} \mathrm{f}(\mathrm{y}) d \mathrm{y}
\end{align*}
$$

Next we show that (2.5) is the solution of (1.1). Applying the operator ${ }_{0}^{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{\delta_{1}, \ell}$ to both sides of (2.7) and using composite properity (2.2), we get

$$
\begin{aligned}
{ }_{0}^{\mathrm{RL}} \mathbb{D}_{\mathbf{z}}^{\delta_{1}, \ell} \vartheta_{\mathrm{j}}(\mathbf{z}) & =\frac{1}{\Gamma\left(\delta_{1}\right)} \int_{0}^{\mathrm{T}} e^{-\ell \mathrm{y}} \underset{0}{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{\delta_{1}, \ell}\left(e^{-\ell \mathrm{z}} \mathbf{z}^{\delta_{1}-1}\right) \frac{(\mathrm{T}-\mathrm{y})^{\delta_{1}-1}}{\mathrm{~T}^{\delta_{1}-1}} \mathrm{f}(\mathrm{y}) d \mathrm{y}-{ }_{0}^{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{\delta_{1}, \ell}\left({ }_{0}^{\mathrm{RL}} \mathbb{I}_{\mathbf{z}}^{\delta_{1}, \ell} f(\mathbf{z})\right) \\
& =-\mathbf{f}(\mathbf{z})
\end{aligned}
$$

where we use the fact

$$
{ }_{0}^{\mathrm{RL}} \mathbb{D}_{\mathbf{z}}^{\delta_{1}, \ell}\left(e^{-\ell \mathbf{z}} \mathbf{z}^{\delta_{1}-1}\right)=e^{-\ell \mathbf{z} \mathbf{R L}} \mathbb{D}_{\mathbf{z}}^{\delta_{1}}\left(\mathbf{z}^{\delta_{1}-1}\right)=0
$$

by Remark 2.4. Now from (2.7), it is clear that $\vartheta_{j}(0)=e^{\ell T} \vartheta_{j}(T)=0$. This completes the proof.

Lemma 2.6 The kernel $\aleph_{\delta_{1}}(\mathrm{z}, \mathrm{y})$ has the following properties:
(i) $\aleph_{\delta_{1}}(\mathrm{z}, \mathrm{y})$ is nonnegative and continuous on $[0, \mathrm{~T}] \times[0, \mathrm{~T}]$.
(ii) $\aleph_{\delta_{1}}(\mathrm{z}, \mathrm{y}) \leq \aleph_{\delta_{1}}(\mathrm{y}, \mathrm{y}) \leq \frac{\mathrm{T}^{\delta_{1}-1}}{\Gamma\left(\delta_{1}\right)}$ for $\mathrm{z}, \mathrm{y} \in[0, \mathrm{~T}] \times[0, \mathrm{~T}]$.
(iii) $\max _{\mathrm{z} \in[0, \mathrm{~T}]} \int_{0}^{\mathrm{T}} \aleph_{\delta_{1}}(\mathrm{z}, \mathrm{y}) d \mathrm{y}=\frac{\mathrm{T}^{\delta_{1}}}{\Gamma\left(\delta_{1}\right)}$.

Proof It is clear from the definition of $\aleph_{\delta_{1}}(z, y)$ that $\aleph_{\delta_{1}}(z, y)$ is continuous on $[0, T] \times[0, T]$. For $0 \leq y \leq z \leq T$, we have

$$
\begin{aligned}
\aleph_{\delta_{1}}(z, y) & =\frac{1}{\Gamma\left(\delta_{1}\right)}\left[\frac{z^{\delta_{1}-1}(T-y)^{\delta_{1}-1}}{T^{\delta_{1}-1}}-(z-y)^{\delta_{1}-1}\right] \\
& =\frac{1}{\Gamma\left(\delta_{1}\right)}\left[z^{\delta_{1}-1}\left(1-\frac{y}{T}\right)^{\delta_{1}-1}-z^{\delta_{1}-1}\left(1-\frac{y}{z}\right)^{\delta_{1}-1}\right] \\
& \geq \frac{z^{\delta_{1}-1}}{\Gamma\left(\delta_{1}\right)}\left[\left(1-\frac{y}{T}\right)^{\delta_{1}-1}-\left(1-\frac{y}{z}\right)^{\delta_{1}-1}\right] \geq 0
\end{aligned}
$$

For $0 \leq \mathrm{z} \leq \mathrm{y} \leq \mathrm{T}$, it is obvious that $\aleph_{\delta_{1}}(\mathrm{z}, \mathrm{y}) \geq 0$. Thus, $\aleph_{\delta_{1}}(\mathrm{z}, \mathrm{y}) \geq 0$ for all $\mathrm{z}, \mathrm{y} \in[0, \mathrm{~T}]$. Since, for $0 \leq \mathrm{y} \leq \mathrm{z} \leq \mathrm{T}$,

$$
\begin{aligned}
\frac{\partial \aleph_{\delta_{1}}(z, y)}{\partial z} & =\frac{1}{\Gamma\left(\delta_{1}\right)}\left[\frac{\left(\delta_{1}-1\right) z^{\delta_{1}-2}(T-y)^{\delta_{1}-1}}{T^{\delta_{1}-1}}-\left(\delta_{1}-1\right)(z-y)^{\delta_{1}-2}\right] \\
& =\frac{z^{\delta_{1}-1}}{\Gamma\left(\delta_{1}-1\right)}\left[\left(1-\frac{y}{T}\right)^{\delta_{1}-2}-\left(1-\frac{y}{z}\right)^{\delta_{1}-2}\right] \\
& \leq 0,1<\delta_{1} \leq 2
\end{aligned}
$$

$\aleph_{\delta_{1}}(z, y)$ is nonincreasing with respect to $z$ on $[y, T]$. It follows that

$$
\aleph_{\delta_{1}}(z, y) \leq \aleph_{\delta_{1}}(y, y)=\frac{z^{\delta_{1}-1}(T-y)^{\delta_{1}-1}}{T^{\delta_{1}-1} \Gamma\left(\delta_{1}\right)} \leq \frac{T^{\delta_{1}-1}}{\Gamma\left(\delta_{1}\right)}
$$

Since, for $0 \leq \mathrm{z} \leq \mathrm{y} \leq \mathrm{T}$,

$$
\frac{\partial \aleph_{\delta_{1}}(z, y)}{\partial z}=\frac{1}{\Gamma\left(\delta_{1}\right)}\left[\frac{\left(\delta_{1}-1\right) z^{\delta_{1}-2}(\mathrm{~T}-\mathrm{y})^{\delta_{1}-1}}{\mathrm{~T}^{\delta_{1}-1}}\right] \geq 0
$$
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$\aleph_{\delta_{1}}(z, y)$ is nondecreasing with respect to $z$ on $[0, y]$. It follows that

$$
\aleph_{\delta_{1}}(\mathrm{z}, \mathrm{y}) \leq \aleph_{\delta_{1}}(\mathrm{y}, \mathrm{y})=\frac{\mathrm{z}^{\delta_{1}-1}(\mathrm{~T}-\mathrm{y})^{\delta_{1}-1}}{\mathrm{~T}^{\delta_{1}-1} \Gamma\left(\delta_{1}\right)} \leq \frac{\mathrm{T}^{\delta_{1}-1}}{\Gamma\left(\delta_{1}\right)}
$$

The assertion (iii) is evident.

Lemma 2.7 Let $\mathrm{g} \in \mathrm{C}[0, \mathrm{~T}]$. Then the boundary value problem

$$
\begin{align*}
& { }_{0}^{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{\delta_{2}, \ell}\left[\mathrm{p}_{\mathrm{j}}(\mathrm{z})_{0}^{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{\delta_{1}, \ell} \vartheta_{\mathrm{j}}(\mathrm{z})\right]=\mathrm{g}(\mathrm{z}), \mathrm{z} \in[0, \mathrm{~T}], \delta_{1}, \delta_{2} \in(1,2),  \tag{2.8}\\
& \left\{\begin{array}{c}
\vartheta_{j}(0)=\lim _{\mathbf{z} \rightarrow 0}\left[{ }^{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{\delta_{1}, \ell}\left(e^{\ell \mathbf{z}} \vartheta_{\mathrm{j}}(\mathbf{z})\right)\right]=0, \\
e^{\ell \mathrm{T}} \vartheta_{\mathrm{j}}(\mathrm{~T})=\lim _{\mathbf{z} \rightarrow \mathrm{T}}\left[{ }_{0}^{\mathrm{RL}} \mathbb{D}_{\mathbf{z}}^{\delta_{1}, \ell}\left(e^{\ell \mathbf{z}} \vartheta_{\mathrm{j}}(\mathbf{z})\right)\right]=0,
\end{array}\right. \tag{2.9}
\end{align*}
$$

has a unique solution

$$
\begin{equation*}
\vartheta_{\mathrm{j}}(\mathbf{z})=\int_{0}^{\mathrm{T}} \aleph_{\delta_{1}}(\mathbf{z}, \mathrm{y}) e^{-\ell \mathbf{z}}\left[\int_{0}^{\mathrm{T}} \frac{\aleph_{\delta_{2}}(\mathrm{y}, \mathrm{x}) e^{\ell \mathrm{x}}}{\mathrm{p}_{\mathrm{j}}(\mathrm{x})} \mathrm{g}(\mathrm{x}) d \mathrm{x}\right] d \mathrm{y} \tag{2.10}
\end{equation*}
$$

where $\aleph_{\delta_{1}}(\mathrm{z}, \mathrm{y})$ is defined in Lemma 2.5 and

$$
\aleph_{\delta_{2}}(y, x)=\frac{1}{\Gamma\left(\delta_{2}\right)} \begin{cases}\frac{y^{\delta_{2}-1}(T-x)^{\delta_{2}-1}}{T^{\delta_{2}-1}}-(y-x)^{\delta_{1}-1}, & x \leq y \\ \frac{y^{\delta_{2}-1}(T-x)^{\delta_{1}-1}}{T^{\delta_{1}-1}}, & y \leq x\end{cases}
$$

Proof Let $\vartheta_{j}(z)=-{ }_{0}^{\text {RL }} \mathbb{D}_{z}^{\delta_{1}, \ell} \vartheta_{j}(z)$ for $z \in[0, T]$. Then the boundary value problem

$$
\begin{gathered}
{\underset{0}{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{\delta_{2}, \ell}\left[p_{\mathrm{j}}(\mathbf{z})_{0}^{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{\delta_{1}, \ell} \vartheta_{\mathrm{j}}(\mathbf{z})\right]=\mathrm{g}(\mathbf{z}), \mathbf{z} \in[0, \mathrm{~T}], \delta_{1}, \delta_{2} \in(1,2)}_{\vartheta_{\mathrm{j}}(0)=\lim _{\mathrm{z} \rightarrow 0}\left[{ }_{0}^{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{\delta_{1}, \ell}\left(e^{\ell \mathbf{z}} \vartheta_{\mathrm{j}}(\mathbf{z})\right)\right]=0}^{e^{\ell \mathrm{T}} \vartheta_{\mathrm{j}}(\mathrm{~T})=\lim _{\mathrm{z} \rightarrow \mathrm{~T}}\left[{ }_{0}^{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{\delta_{1}, \ell}\left(e^{\ell \mathrm{z}} \vartheta_{\mathrm{j}}(\mathbf{z})\right)\right]=0} .
\end{gathered}
$$

is equivalent to the problem

$$
\left\{\begin{array}{l}
{ }_{0}^{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{\delta_{2}, \ell} \vartheta_{\mathrm{j}}(\mathrm{z})+\frac{\mathrm{g}(\mathrm{z})}{\mathrm{p}_{\mathrm{j}}(\mathrm{z})}=0, \mathrm{p}_{\mathrm{j}}(\mathrm{z}) \neq 0, \mathrm{z} \in[0, \mathrm{~T}], \delta_{1} \in(1,2)  \tag{2.11}\\
\vartheta_{\mathrm{j}}(0)=e^{\ell \mathrm{T}} \vartheta_{\mathrm{j}}(\mathrm{~T})=0
\end{array}\right.
$$

By Lemma 2.5, the boundary value problem (2.11) has unique solution

$$
\vartheta_{\mathrm{j}}(\mathrm{z})=\int_{0}^{\mathrm{T}} \aleph_{\delta_{2}}(\mathbf{z}, \mathrm{y}) e^{-\ell(\mathrm{z}-\mathrm{y})} \frac{\mathrm{g}(\mathrm{y})}{\mathrm{p}_{\mathrm{j}}(\mathrm{y})} d \mathrm{y}
$$

That is

$$
\begin{equation*}
{ }_{0}^{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{\delta_{1}, \ell} \vartheta_{\mathrm{j}}(\mathrm{z})+\int_{0}^{\mathrm{T}} \frac{\aleph_{\delta_{2}}(\mathrm{z}, \mathrm{y}) e^{-\ell(\mathrm{z}-\mathrm{y})}}{\mathrm{p}_{\mathrm{j}}(\mathrm{y})} \mathrm{g}(\mathrm{y}) d \mathrm{y}=0 \tag{2.12}
\end{equation*}
$$

Again by Lemma 2.5, the differential equation (2.12) with boundary conditions

$$
\vartheta_{\mathrm{j}}(0)=0 \quad \text { and } \quad e^{\ell \mathrm{T}} \vartheta_{\mathrm{j}}(\mathrm{~T})=0
$$

has a unique solution

$$
\begin{aligned}
\vartheta_{\mathrm{j}}(\mathbf{z}) & =\int_{0}^{\mathrm{T}} \aleph_{\delta_{1}}(\mathbf{z}, \mathrm{y}) e^{-\ell(\mathbf{z}-\mathrm{y})}\left[\int_{0}^{\mathrm{T}} \frac{\aleph_{\delta_{2}}(\mathrm{y}, \mathrm{x}) e^{-\ell(\mathrm{y}-\mathrm{x})}}{\mathrm{p}_{\mathrm{j}}(\mathrm{x})} \mathrm{g}(\mathrm{x}) d \mathrm{x}\right] d \mathrm{y} \\
& =\int_{0}^{\mathrm{T}} \aleph_{\delta_{1}}(\mathbf{z}, \mathrm{y}) e^{-\ell \mathbf{z}}\left[\int_{0}^{\mathrm{T}} \frac{\aleph_{\delta_{2}}(\mathrm{y}, \mathrm{x}) e^{\ell \mathrm{x}}}{\mathrm{p}_{\mathrm{j}}(\mathrm{x})} \mathrm{g}(\mathrm{x}) d \mathrm{x}\right] d \mathrm{y}
\end{aligned}
$$

This completes the proof.
From the above Lemma 2.7, it can be seen that solution of the BVP (1.1) is the solution of the follwoing integral equation

$$
\begin{equation*}
\vartheta_{\mathrm{j}}(\mathrm{z})=\lambda_{\mathrm{j}} \int_{0}^{\mathrm{T}} \aleph_{\delta_{1}}(\mathrm{z}, \mathrm{y}) e^{-\ell \mathrm{z}}\left[\int_{0}^{\mathrm{T}} \frac{\aleph_{\delta_{2}}(\mathrm{y}, \mathrm{x}) e^{\ell \mathrm{x}}}{\mathrm{p}_{\mathrm{j}}(\mathrm{x})} \varphi_{\mathrm{j}}(\mathrm{x}, \vartheta(\mathrm{x})) d \mathrm{x}\right] d \mathrm{y} \tag{2.13}
\end{equation*}
$$

and vice versa.
Lemma 2.8 The kernel $\aleph_{\delta_{2}}(\mathrm{z}, \mathrm{x})$ has the following properties:
(i) $\aleph_{\delta_{2}}(\mathrm{y}, \mathrm{x})$ is nonnegative and continuous on $[0, \mathrm{~T}] \times[0, \mathrm{~T}]$.
(ii) $\aleph_{\mathcal{\delta}_{2}}(\mathrm{y}, \mathrm{x}) \leq \aleph_{\delta_{2}}(\mathrm{x}, \mathrm{x}) \leq \frac{\mathrm{T}^{\delta_{2}-1}}{\Gamma\left(\delta_{2}\right)}$ for $\mathrm{y}, \mathrm{x} \in[0, \mathrm{~T}] \times[0, \mathrm{~T}]$.
(iii) $\max _{\mathrm{y} \in[0, \mathrm{~T}]} \int_{0}^{\mathrm{T}} \aleph_{\delta_{2}}(\mathrm{y}, \mathrm{x}) d \mathrm{x}=\frac{\mathrm{T}^{\delta_{2}}}{\Gamma\left(\delta_{2}\right)}$.

Proof The proof follows from Lemma 2.6.

Definition 2.9 ([15]) Let (Y, d) be a metric space and $\mathrm{X} \subset \mathrm{Y}$. Then the Kurtowski measure of noncompactness of X is denoted by $\mathcal{K}(\mathrm{X})$, if defined as

$$
\mathcal{K}(\mathrm{X})=\inf \left\{\varepsilon>0: \mathrm{X} \subset \bigcup_{\mathrm{j}=1}^{n} \mathrm{E}_{\mathrm{j}}, \mathrm{E}_{\mathrm{j}} \subset \mathrm{Y}, \operatorname{diam}\left(\mathrm{E}_{\mathrm{j}}\right)<\varepsilon, n \in \mathbb{N}\right\}
$$

here $\mathcal{K}$ is called Kuratowski measure of noncompactness. It is evident that

$$
\mathcal{K}(\mathrm{X}) \leq \operatorname{diam}(\mathrm{X}) \quad \forall \mathrm{X} \subset \mathrm{Y}
$$

Let B be a real Banach space with the norm $\|\cdot\|$ and $\mathcal{A}\left(a, a_{0}\right)$ be a closed ball in B centered at a and radius $a_{0}$. If F is a nonempty subset of B then $\overline{\mathrm{F}}$ and conv $(\mathrm{F})$ represents closure and convex closure of F . Furthermore, let $\mathscr{M}_{\mathrm{B}}$ denote the family of all nonempty and bounded subsets of B and $\mathscr{N}_{\mathrm{B}}$ its subfamily consisting of all relatively compact sets.

Definition 2.10 ([4]) A function $\mu: \mathscr{M}_{\mathrm{B}} \rightarrow[0,1)$ is called a measure of noncompactness, iff
$\left(\mathrm{C}_{1}\right)$ the family $\operatorname{ker} \mu=\left\{\mathrm{F} \in \mathscr{M}_{\mathrm{B}}: \mu(\mathrm{F})=0\right\}$ is nonempty and $\operatorname{ker} \mu \subset \mathscr{N}_{\mathrm{B}}$.
$\left(C_{2}\right) \quad F \subset E$ then $\mu(F) \leq \mu(E)$.
$\left(C_{3}\right) \quad \mu(\bar{F})=\mu(F)$.
$\left(\mathrm{C}_{4}\right) \quad \mu(\operatorname{conv} \mathrm{F})=\mu(\mathrm{F})$.
$\left(C_{5}\right) \quad \mu(\lambda E+(1-\lambda) F) \leq \lambda \mu(E)+(1-\lambda) \mu(F)$ for $\lambda \in[0,1]$.
$\left(\mathrm{C}_{6}\right)$ if $\mathrm{E}_{n} \in \mathscr{M}_{\mathrm{B}}, X_{n}=\overline{\mathrm{E}}_{n}, \mathrm{E}_{n+1} \subset \mathrm{E}_{n}$ for $n=1,2,3, \cdots$ and $\lim _{n \rightarrow \infty} \mu\left(\mathrm{E}_{n}\right)=0$ then $\cap_{n=1}^{\infty} \mathrm{E}_{n} \neq \emptyset$.
Definition 2.11 ([6]) Let (Y, d) be a metric space, X be a bounded subset Y and $\mathcal{A}\left(a, a_{0}\right)=\left\{b \in \mathrm{Y}: \mathrm{d}(a, b)<a_{0}\right\}$. Then the Hausdorff measure of noncompactness $\chi(\mathrm{X})$ of X is defined by

$$
\chi(\mathrm{X})=\inf \left\{\varepsilon>0: \mathrm{X} \subset \bigcup_{\mathrm{j}=1}^{n} \mathcal{A}\left(a_{\mathrm{j}}, a_{0_{\mathrm{j}}}\right), a_{\mathrm{j}} \in \mathrm{Y}, a_{0_{\mathrm{j}}}<\varepsilon, n \in \mathbb{N}\right\}
$$

Next, let $c_{0}$ and $c$ be Banach spaces with sup norms, which are defined as

$$
\begin{gathered}
\mathrm{c}_{0}=\left\{a \in \omega: \lim _{\mathrm{j} \rightarrow \infty} a_{\mathrm{j}}=0, \quad\|a\|_{\mathrm{c}_{0}}=\sup _{\mathrm{j}}\left|a_{\mathrm{j}}\right|\right\}, \\
\mathrm{c}=\left\{a \in \omega: \lim _{\mathrm{j} \rightarrow \infty} a_{\mathrm{j}}=l, \quad l \in \mathbb{C}, \quad\|a\|_{\mathrm{c}}=\sup _{\mathrm{j}}\left|a_{\mathrm{j}}\right|\right\},
\end{gathered}
$$

respectively.
Definition 2.12 ([6]) The Hausdorff measure of noncompactness $\chi$ on the Banach space $\left(\mathrm{c}_{0},\|\cdot\|_{\mathrm{c}_{0}}\right.$ ) is defined by

$$
\chi(\mathcal{A})=\lim _{j \rightarrow \infty}\left\{\sup _{a(\mathbf{z}) \in \mathcal{A}}\left[\max _{m \geq \mathrm{j}}\left|a_{m}\right|\right]\right\}, \quad \mathcal{A} \in \mathscr{M}_{\mathrm{c}_{0}}
$$

Definition 2.13 ([22]) The (regular)measure of noncompactness $\mu$ on the Banach space $\left(c,\|\cdot\|_{c)}\right.$ is defined by

$$
\mu(\mathcal{A})=\lim _{\mathrm{j} \rightarrow \infty}\left\{\sup _{a(\mathrm{z}) \in \mathcal{A}}\left[\sup _{m \geq \mathrm{j}}\left|a_{m}-\lim _{n \rightarrow \infty} a_{n}\right|\right]\right\}, \mathcal{A} \in \mathscr{M}_{\mathrm{c}}
$$

Definition 2.14 ([5]) Let $\sigma=\left(\sigma_{j}\right)$ be such that $\sigma_{j}$ is positive and nonincreasing sequence, Then $\sigma$ is called tempering sequence. Let $\mathcal{G}$ be set consisting of all real sequences $a=\left(a_{j}\right)_{j=1}^{\infty}$ such that $\sigma_{j} a_{j} \rightarrow 0$ as $j \rightarrow \infty$. It is clear that $\mathcal{G}$ forms a linear space over the field of real numbers. We denote the space by $\mathrm{c}_{0}^{\sigma}$. Moreover, it can be seen that $\mathrm{c}_{0}^{\sigma}$ is a Banach space with the norm

$$
\|a\|_{c_{o}^{\sigma}}=\sup \left\{\sigma_{j}\left|a_{\mathrm{j}}\right|\right\}
$$

Similarly, let $\mathcal{S}$ be a set consisting of all real sequences $a=\left(a_{j}\right)_{j=1}^{\infty}$ such that $\sigma_{j} a_{j}$ converges to finite limit. It is clear that $\mathcal{S}$ forms a linear space over the field of real numbers. We denote the space by $\mathrm{c}^{\sigma}$. Moreover, it can be seen that $\mathrm{c}^{\sigma}$ is a Banach space with the norm

$$
\|a\|_{c^{\sigma}}=\sup \left\{\sigma_{j}\left|a_{\mathrm{j}}\right|\right\}
$$

Next, consider the function spaces $\mathcal{C}\left(\mathcal{J}, \mathrm{c}_{0}^{\sigma}\right)$ and $\mathcal{C}\left(\mathcal{J}, \mathrm{c}^{\sigma}\right)$, where $\mathcal{J}=[0, \mathrm{~T}], \mathrm{T}>0$ the spaces of all continuous functions on $\mathcal{J}$ with values in $\mathrm{c}_{0}^{\sigma}$ and the spaces of all continuous functions on $\mathcal{J}$ with values in $c^{\beta}$ respectively. Then $\mathcal{C}\left(\mathcal{J}, \mathrm{c}_{0}^{\sigma}\right)$ and $\mathcal{C}\left(\mathcal{J}, \mathrm{c}^{\sigma}\right)$ are Banach spaces with respect to the norms,

$$
\begin{array}{ll}
\|a\|_{\mathcal{C}\left(\mathcal{J}, \mathrm{c}_{0}^{\sigma}\right)} & =\max \left\{\|a(\mathbf{z})\|_{\mathrm{c}_{0}^{\sigma}}: \mathbf{z} \in \mathcal{J}\right\}, \\
\|a\|_{\mathcal{C}\left(\mathcal{J}, \mathrm{c}^{\sigma}\right)}=\max \left\{\|a(\mathbf{z})\|_{\mathrm{c}^{\sigma}}: \mathbf{z} \in \mathcal{J}(\mathcal{J}\}, \mathrm{c}_{0}^{\sigma}\right), & a \in \mathcal{C}\left(\mathcal{J}, \mathrm{c}^{\sigma}\right),
\end{array}
$$

respectively (see [9]).
For any nonempty, closed, bounded, and convex subset Y of $\mathcal{C}\left(\mathcal{J}, \mathrm{c}_{0}^{\sigma}\right)$ or $\mathcal{C}\left(\mathcal{J}, \mathrm{c}^{\sigma}\right)$ and $\mathbf{z} \in \mathcal{J}$, we have

$$
\chi_{\mathcal{C}\left(\mathcal{J}, \mathrm{c}_{0}^{\sigma}\right)}(\mathrm{Y})=\sup \left\{\chi_{\mathrm{c}_{0}^{\sigma}}(\mathrm{Y}(\mathrm{z})): t \in \mathcal{J}\right\}
$$

and

$$
\mu_{\mathcal{C}\left(\mathcal{J}, \mathrm{c}^{\sigma}\right)}(\mathrm{Y})=\sup \left\{\mu_{\mathrm{c}^{\sigma}}(\mathrm{Y}(\mathrm{z})): t \in \mathcal{J}\right\}
$$

Note that $\chi_{\mathcal{C}\left(\mathcal{J}, \mathrm{c}_{0}^{\sigma}\right)}$ and $\mu_{\mathcal{C}\left(\mathcal{J}, \mathrm{c}^{\sigma}\right)}$ satisfy all the axioms of measure of noncompactness on $\mathcal{C}\left(\mathcal{J}, \mathrm{c}_{0}^{\sigma}\right)$ and $\mathcal{C}\left(\mathcal{J}, \mathrm{c}^{\sigma}\right)$, respectively (see [9]).

Definition 2.15 ([19]) Let (Y,d) be a metric space. Then a mapping $\mathcal{T}$ on Y is said to be a Meir-Keeler contraction if for any $\varepsilon>0$, there exists $\mathcal{K}>0$ such that

$$
\varepsilon \leq d(x, y)<\varepsilon+\mathcal{K} \Longrightarrow d(T x, T y)<\varepsilon, \quad \forall x, y \in \mathrm{Y}
$$

Theorem 2.16 ([19]) Let $(\mathrm{Y}, d)$ be a complete metric space. If $\mathcal{T}: \mathrm{Y} \rightarrow \mathrm{Y}$ is a Meir-Keeler contraction, then $\mathcal{T}$ has a unique fixed point.

Definition 2.17 ([1]) Let $\mathcal{C}$ be a nonempty subset of a Banach space E and let $\mu$ be an arbitrary measure of noncompactness on E . We say that an operator $\mathcal{T}: \mathcal{C} \rightarrow \mathcal{C}$ is a Meir-Keeler condensing operator if for any $\varepsilon>0$, there exists $\mathcal{K}>0$ such that

$$
\varepsilon \leq \mu(\mathrm{Y})<\varepsilon+\mathcal{K} \Longrightarrow \mu(\mathcal{T}(\mathrm{Y}))<\varepsilon
$$

for any bounded subset Y of $\mathcal{C}$.

Theorem 2.18 ([1]) Let $\mathcal{C}$ be a nonempty, bounded, closed, and convex subset of a Banach space E and let $\mu$ be an arbitrary measure of noncompactness on E. If $\mathcal{T}: \mathcal{C} \rightarrow \mathcal{C}$ is a continuous and Meir-Keeler condensing operator, then $\mathcal{T}$ has at least one fixed point and the set of all fixed points of $\mathcal{T}$ in $\mathcal{C}$ is compact.

## 3. Existence of solutions for tempered fractional BVP (1.1) in $\mathcal{C}\left(\mathcal{J}, \mathrm{c}_{0}^{\sigma}\right)$

In this section, we investigate the existence of solutions for infinite system of tempered fractional order two-point boundary value problems (1.1) in the sequences spaces $\mathcal{C}\left(\mathcal{J}, \mathrm{c}_{0}^{\sigma}\right)$.

Suppose
$\left(\mathrm{G}_{1}\right) \quad \varphi_{\mathrm{j}}: \mathcal{J} \rightarrow \mathbb{R}^{\infty}$ and define an operator $\Phi: \mathcal{J} \times \mathrm{c}_{0}^{\sigma} \rightarrow \mathrm{c}_{0}^{\sigma}$ as

$$
(z, \vartheta(z)) \rightarrow(\Phi \vartheta)(z)=\left(\varphi_{j}(z, \vartheta(z))\right)_{j=1}^{\infty}
$$

is the class of all functions $((\Phi \vartheta)(z))_{z \in \mathcal{J}}$ and equicontinuous on $c_{0}^{\sigma}$.
$\left(G_{2}\right) \quad \xi_{j}(\mathbf{z}), \zeta_{j}(\mathbf{z}): \mathcal{J} \rightarrow \mathbb{R}$ are continuous functions such that the sequence $\sigma_{j} \xi_{j}(\mathbf{z})$ converges uniformly to zero on $\mathcal{J}$ and the sequence $\left(\zeta_{j}(\mathbf{z})\right)$ is equibounded on $\mathcal{J}$, so we take $\zeta(\mathbf{z})=\sup \left\{\zeta_{j}(\mathbf{z}): \mathbf{j} \in \mathbb{N}\right\}$, $\zeta^{\star}=\sup \{\zeta(\mathbf{z}): \mathbf{z} \in \mathcal{J}\}, \quad \sigma^{\star}=\sup \left\{\sigma_{j} \xi_{j}(\mathbf{z}): j \in \mathbb{N}, \mathbf{z} \in \mathcal{J}\right\}$ and

$$
\left|\varphi_{\mathrm{j}}(\mathrm{z}, \vartheta(\mathrm{z}))\right| \leq \xi_{\mathrm{j}}(\mathrm{z})+\zeta_{\mathrm{j}}(\mathrm{z})\left|\vartheta_{\mathrm{j}}(\mathrm{z})\right|, \quad \vartheta_{\mathrm{j}} \in \mathrm{c}_{0}^{\sigma}, \quad \mathrm{z} \in \mathcal{J}, j \in \mathbb{N}
$$

Theorem 3.1 Suppose $\frac{\mathrm{T}^{\delta_{1}+\delta_{2}} e^{\ell \mathrm{T}} \zeta^{\star}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)}<1$ and $\left(\mathrm{G}_{1}\right)-\left(\mathrm{G}_{2}\right)$ hold, then the infinite system of tempered fractional order boundary value problems (1.1) has at least one solution $\vartheta(\mathbf{z})=\left(\vartheta_{\mathrm{j}}(\mathbf{z})\right)_{\mathrm{j}=1}^{\infty}$ in $\mathcal{C}\left(\mathcal{J}, \mathrm{c}_{0}^{\sigma}\right)$ provided

$$
0<\lambda_{j}<\frac{1}{p_{j}^{\star}}, \quad j \in \mathbb{N}
$$

where $\mathrm{p}_{\mathrm{j}}^{\star}=\sup \left\{\mathrm{p}_{\mathrm{j}}(\mathrm{z}): \mathrm{z} \in \mathcal{J}\right\}$.
Proof Since $\sup \left\{\sigma_{j}\left|\vartheta_{j}(\mathbf{z})\right|\right\}<+\infty$ for all $\vartheta(\mathbf{z})=\left(\vartheta_{\mathbf{j}}(\mathbf{z})\right)_{j=1}^{\infty} \in \mathcal{C}\left(\mathcal{J}, \mathrm{c}_{0}^{\sigma}\right)$ and $\mathbf{z} \in \mathcal{J}$, there exists $\kappa>0$ such that $\sup \left\{\sigma_{j}\left|\vartheta_{j}(\mathbf{z})\right|\right\}<\kappa$. From $\left(\mathrm{G}_{2}\right)$ and (2.3), we get

$$
\begin{aligned}
\|\vartheta(\mathbf{z})\|_{c_{0}^{\sigma}} & =\sup _{j \in \mathbb{N}}\left\{\sigma_{j}\left|\lambda_{\mathrm{j}} \int_{0}^{\mathrm{T}} \aleph_{\delta_{1}}(\mathrm{z}, \mathrm{y}) e^{-\ell \mathrm{z}}\left[\int_{0}^{\mathrm{T}} \frac{\aleph_{\delta_{2}}(\mathrm{y}, \mathrm{x}) e^{\ell \mathrm{x}}}{\mathrm{p}_{\mathrm{j}}(\mathrm{x})} \varphi_{\mathrm{j}}(\mathrm{x}, \vartheta(\mathrm{x})) d \mathrm{x}\right] d \mathrm{y}\right|\right\} \\
& \leq \sup _{\mathrm{j} \in \mathbb{N}}\left\{\frac{\sigma_{\mathrm{j}} \lambda_{\mathrm{j}} e^{\ell \mathrm{T}}}{\mathrm{p}_{\mathrm{j}}^{\star}} \int_{0}^{\mathrm{T}}\left|\aleph_{\delta_{1}}(\mathrm{z}, \mathrm{y})\right|\left[\int_{0}^{\mathrm{T}}\left|\aleph_{\delta_{2}}(\mathrm{y}, \mathrm{x})\right|\left|\varphi_{\mathrm{j}}(\mathrm{x}, \vartheta(\mathrm{x}))\right| d \mathrm{x}\right] d \mathrm{y}\right\} \\
& \leq \sup _{\mathrm{j} \in \mathbb{N}}\left\{\frac{\sigma_{j} \lambda_{\mathrm{j}} e^{\ell \mathrm{T}}}{\mathrm{p}_{\mathrm{j}}^{\star}} \int_{0}^{\mathrm{T}}\left|\aleph_{\delta_{1}}(\mathrm{y}, \mathrm{y})\right|\left[\int_{0}^{\mathrm{T}}\left|\aleph_{\delta_{2}}(\mathrm{x}, \mathrm{x})\right|\left|\varphi_{\mathrm{j}}(\mathrm{x}, \vartheta(\mathrm{x}))\right| d \mathrm{x}\right] d \mathrm{y}\right\} \\
& \leq \frac{\mathrm{T}^{\delta_{1}+\delta_{2}-1} e^{\ell \mathrm{T}}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)} \sup _{\mathrm{j} \in \mathbb{N}}\left\{\frac{\sigma_{j} \lambda_{\mathrm{j}}}{\mathrm{p}_{\mathrm{j}}^{\star}} \int_{0}^{\mathrm{T}}\left[\xi_{\mathrm{j}}(\mathrm{x})+\zeta_{\mathrm{j}}(\mathrm{x})\left|\vartheta_{\mathrm{j}}(\mathrm{x})\right|\right] d \mathrm{x}\right\} \\
& \leq \frac{\mathrm{T}^{\delta_{1}+\delta_{2}-1} e^{\ell \mathrm{T}}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)} \sup _{\mathrm{j} \in \mathbb{N}}\left\{\int_{0}^{\mathrm{T}}\left[\sigma^{\star}+\zeta^{\star} \kappa\right] d \tau\right\} \\
& \leq \frac{\left(\sigma^{\star}+\zeta^{\star} \kappa\right) \mathrm{T}^{\delta_{1}+\delta_{2}} e^{\ell \mathrm{T}}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)}:=a .
\end{aligned}
$$

Therefore,

$$
\max _{\mathbf{z} \in \mathcal{J}}\|\vartheta(\mathbf{z})\|_{c_{0}^{\sigma}} \leq a, \text { i.e., }\|\vartheta(\mathbf{z})\|_{\mathcal{C}\left(\mathcal{J}, c_{0}^{\sigma}\right)} \leq a
$$

Now, let the closed ball $\mathcal{A}=\mathcal{A}\left(\vartheta^{0}(\mathbf{z}), a\right)$ centered at $\vartheta^{0}(\mathbf{z})=\left(\vartheta^{0}(\mathbf{z})\right)_{\mathbf{j}=1}^{\infty}, \vartheta^{0}(\mathbf{z})=0, \forall \mathbf{z} \in \mathcal{J}, \mathbf{j} \in \mathbb{N}$ and radius $a$. Thus, $\mathcal{A}$ is a nonempty bounded closed convex subset of $\mathcal{C}\left(\mathcal{J}, \mathrm{c}_{0}^{\sigma}\right)$.

For fixed $\mathrm{z} \in \mathcal{J}$, define an operator $\Xi=\left(\Xi_{\mathrm{j}}\right)_{\mathrm{j}=1}^{\infty}: \mathcal{C}\left(\mathcal{J}, \mathrm{c}_{0}^{\sigma}\right) \rightarrow \mathcal{C}\left(\mathcal{J}, \mathrm{c}_{0}^{\sigma}\right)$ as

$$
(\Xi \vartheta)(\mathbf{z})=\left\{\left(\Xi_{j} \vartheta\right)(\mathbf{z})\right\}_{j=1}^{\infty}=\left\{\lambda_{j} \int_{0}^{\mathrm{T}} \aleph_{\delta_{1}}(\mathbf{z}, \mathrm{y}) e^{-\ell \mathrm{z}}\left[\int_{0}^{\mathrm{T}} \frac{\aleph_{\delta_{2}}(\mathrm{y}, \mathrm{x}) e^{\ell \mathrm{x}}}{\mathrm{p}_{\mathrm{j}}(\mathrm{x})} \varphi_{\mathrm{j}}(\mathrm{x}, \vartheta(\mathrm{x})) d \mathrm{x}\right] d \mathrm{y}\right\}_{\mathrm{j}=1}^{\infty}
$$

Since $\left(\varphi_{\mathbf{j}}(\mathbf{z}, \vartheta(\mathbf{z}))\right)_{\mathbf{j}=1}^{\infty} \in \mathbf{c}_{0}^{\sigma}$, for $\mathbf{z} \in \mathcal{J}$, it follows that

$$
\begin{aligned}
\lim _{j \rightarrow \infty}\left\{\sigma_{j}\left(\Xi_{j} \vartheta\right)(\mathrm{z})\right\} & =\lim _{j \rightarrow \infty}\left\{\sigma_{j} \lambda_{j} \int_{0}^{\mathrm{T}} \aleph_{\delta_{1}}(\mathrm{z}, \mathrm{y}) e^{-\ell \mathrm{z}}\left[\int_{0}^{\mathrm{T}} \frac{\aleph_{\delta_{2}}(\mathrm{y}, \mathrm{x}) e^{\ell \mathrm{x}}}{p_{j}(\mathrm{x})} \varphi_{\mathrm{j}}(\mathrm{x}, \vartheta(\mathrm{x})) d \mathrm{x}\right] d \mathrm{y}\right\} \\
& \leq \frac{\mathrm{T}^{\delta_{1}+\delta_{2}-1} e^{\ell \mathrm{T}}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)} \int_{0}^{\mathrm{T}} \lim _{\mathrm{j} \rightarrow \infty}\left[\sigma_{j} \lambda_{j} \mathrm{p}_{\mathrm{j}}^{\star} \varphi_{j}(\mathrm{x}, \vartheta(\mathrm{x}))\right] d \mathrm{x} \\
& \leq \frac{\mathrm{T}^{\delta_{1}+\delta_{2}-1} e^{\ell T}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)} \int_{0}^{\mathrm{T}} \lim _{j \rightarrow \infty}\left[\sigma_{j} \varphi_{j}(\mathrm{x}, \vartheta(\mathrm{x}))\right] d \mathrm{x} \\
& =0
\end{aligned}
$$

Thus, $(\Xi \vartheta)(\mathbf{z}) \in \mathcal{C}\left(\mathcal{J}, c_{0}^{\sigma}\right)$. Moreover, it can be seen that $\left(\Xi_{j} \vartheta\right)(\mathbf{z})$ satisfies boundary conditions, i.e.

$$
\begin{gathered}
\left(\Xi_{j} \vartheta(0)\right)=\lim _{\mathbf{z} \rightarrow 0}\left[{ }_{0}^{\mathrm{RL}} \mathbb{D}_{\mathbf{z}}^{\delta_{1}, \ell}\left(e^{\ell \mathbf{z}}\left(\Xi_{j} \vartheta(\mathbf{z})\right)\right)\right]=0, \\
e^{\ell \mathrm{T}}\left(\Xi_{\mathrm{j}} \vartheta(\mathrm{~T})\right)=\lim _{\mathbf{z} \rightarrow \mathrm{T}}\left[{ }_{0}^{\mathrm{RL}} \mathbb{D}_{\mathbf{z}}^{\delta_{1}, \ell}\left(e^{\ell \mathbf{z}}\left(\Xi_{\mathrm{j}} \vartheta(\mathbf{z})\right)\right)\right]=0 .
\end{gathered}
$$

For fixed $\mathbf{z} \in \mathrm{T}$ and $\vartheta(\mathbf{z}) \in \mathcal{A}$, we get

$$
\begin{aligned}
\left\|(\Xi \vartheta)(\mathbf{z})-\vartheta^{0}(\mathbf{z})\right\|_{c_{0}^{\sigma}} \leq a & \Longrightarrow \max _{\mathbf{z} \in \mathcal{J}}\left\|(\Xi \vartheta)(\mathbf{z})-\vartheta^{0}(\mathbf{z})\right\|_{c_{0}^{\sigma}} \leq a \\
& \Longrightarrow\left\|(\Xi \vartheta)(\mathbf{z})-\vartheta^{0}(\mathbf{z})\right\|_{\mathcal{C}\left(\mathcal{J}, c_{0}^{\sigma}\right)} \leq a,
\end{aligned}
$$

which proves that $\Xi$ is self mapping on $\mathcal{A}$. From $\left(G_{1}\right)$, for any $\vartheta(z)=\left(\vartheta_{j}(z)\right)_{j=1}^{\infty} \in \mathcal{A}$ and for any $\varepsilon>0$ there exists $\delta>0$ such that $\|(\Phi \vartheta)(\mathbf{z})-(\Phi \vartheta)(\mathbf{z})\|_{c_{0}^{\sigma}}<\frac{\varepsilon \Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)}{T^{\delta_{1}+\delta_{2}} e^{\ell T}}$ for each $\vartheta(\mathbf{z}) \in \mathcal{A}$, whenever $|\vartheta(\mathbf{z})-\vartheta(\mathbf{z})| \leq \delta$, where $\mathrm{z} \in \mathcal{J}$. Thus, for $\mathrm{z} \in \mathcal{J}$, we have

$$
\begin{aligned}
\|(\Xi \vartheta)(\mathbf{z})-(\Xi \vartheta)(\mathbf{z})\|_{c_{0}^{\sigma}} & =\sup _{\mathrm{j} \in \mathbb{N}}\left\{\left|\sigma_{j} \lambda_{j} \int_{0}^{\mathrm{T}} \aleph_{\delta_{1}}(\mathbf{z}, \mathrm{y}) e^{-\ell \mathbf{z}}\left[\int_{0}^{\mathrm{T}} \frac{\aleph_{\delta_{2}}(\mathrm{y}, \mathrm{x}) e^{\ell \mathrm{x}}}{\mathrm{p}_{\mathrm{j}}(\mathrm{x})}\left[\varphi_{\mathrm{j}}(\mathrm{x}, \vartheta(\mathrm{x}))-\varphi_{\mathrm{j}}(\mathrm{x}, \vartheta(\mathrm{x}))\right] d \mathrm{x}\right] d \mathrm{y}\right|\right\} \\
& \leq \frac{\mathrm{T}^{\delta_{1}+\delta_{2}-1} e^{\ell \mathrm{T}}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)} \sup _{\mathrm{j} \in \mathbb{N}}\left\{\sigma_{\mathrm{j}} \lambda_{j} \mathrm{p}_{\mathrm{j}}^{\star} \int_{0}^{\mathrm{T}}\left|\varphi_{\mathrm{j}}(\mathrm{x}, \vartheta(\mathrm{x}))-\varphi_{\mathrm{j}}(\mathrm{x}, \vartheta(\mathrm{x}))\right| d \mathrm{x}\right\} \\
& \leq \frac{\mathrm{T}^{\delta_{1}+\delta_{2}-1} e^{\ell \mathrm{T}}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)} \frac{\varepsilon \Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)}{\mathrm{T}^{\delta_{1}+\delta_{2}} e^{\ell \mathrm{T}}} \mathrm{~T}<\varepsilon
\end{aligned}
$$

It shows that $\Xi$ is continuous on $\mathcal{A}$ for every $\mathrm{z} \in \mathcal{J}$.
Now, we have

$$
\begin{aligned}
\chi(\Xi \mathcal{A}) & =\lim _{j \rightarrow \infty}\left\{\sup _{\vartheta(\mathrm{z}) \in \mathcal{A}} \sup _{m \geq \mathrm{j}}\left[\sigma_{m}\left|\lambda_{m} \int_{0}^{\mathrm{T}} \aleph_{\delta_{1}}(\mathrm{z}, \mathrm{y}) e^{-\ell \mathrm{z}}\left[\int_{0}^{\mathrm{T}} \frac{\aleph_{\delta_{2}}(\mathrm{y}, \mathrm{x}) e^{\ell \mathrm{x}}}{\mathrm{p}_{m}(\mathrm{x})} \varphi_{m}(\mathrm{x}, \vartheta(\mathrm{x})) d \mathrm{x}\right] d \mathrm{y}\right|\right]\right\} \\
& \leq \frac{\mathrm{T}^{\delta_{1}+\delta_{2}-1} e^{\ell \mathrm{T}}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)} \lim _{\mathrm{j} \rightarrow \infty}\left\{\sup _{\vartheta(\mathrm{z}) \in \mathcal{A}} \sup _{m \geq \mathrm{j}}\left[\int_{0}^{\mathrm{T}}\left(\sigma_{m} \xi_{m}(\mathrm{x})+\sigma_{m} \zeta_{m}(\mathrm{x})\left|\vartheta_{m}(\mathrm{x})\right|\right) d \mathrm{x}\right]\right\} \\
& \leq \frac{\mathrm{T}^{\delta_{1}+\delta_{2}} e^{\ell \mathrm{T}} \zeta^{\star}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)} \chi(\mathcal{A}) .
\end{aligned}
$$

Thus,

$$
\sup _{\mathrm{z} \in \mathcal{J}} \chi(\Xi \mathcal{A}) \leq \frac{\mathrm{T}^{\delta_{1}+\delta_{2}} e^{\ell \mathrm{T}} \zeta^{\star}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)} \sup _{\mathrm{z} \in \mathcal{J}} \chi(\mathcal{A})
$$

It follows that

$$
\chi_{\mathcal{C}\left(\mathcal{J}, c_{0}^{\sigma}\right)}(\Xi \mathcal{A}) \leq \frac{\mathrm{T}^{\delta_{1}+\delta_{2}} e^{\ell \mathrm{T}} \zeta^{\star}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)} \chi_{\mathcal{C}\left(\mathcal{J}, \mathrm{c}_{0}^{\sigma}\right)}(\mathcal{A})<\varepsilon
$$

That is

$$
\chi_{\mathcal{C}\left(\mathcal{J}, c_{0}^{\sigma}\right)}(\mathcal{A})<\frac{\varepsilon \Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)}{\mathrm{T}^{\delta_{1}+\delta_{2}} e^{\ell T} \zeta^{\star}} .
$$

Letting $\delta=\frac{\varepsilon}{\mathrm{T}^{\delta_{1}+\delta_{2}} e^{\ell \mathrm{T}} \zeta^{\star}}\left[\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)-\mathrm{T}^{\delta_{1}+\delta_{2}} e^{\ell \mathrm{T}} \zeta^{\star}\right]$, we obtain $\varepsilon \leq \chi_{\mathcal{C}\left(\mathcal{J}, \mathrm{c}_{0}^{\sigma}\right)}(\mathcal{A})<\varepsilon+\delta$.
Therefore, $\Xi$ is a Meir-Keeler condensing operator on $\mathcal{A}$. Moreover, $\Xi$ satisfies all the conditions of Theorem 2.18 , i.e. $\Xi$ has a fixed point in $\mathcal{A}$. Hence, the infinite system (1.1) has a solution in $\mathcal{C}\left(\mathcal{J}, \mathrm{c}_{0}^{\sigma}\right)$.

## 4. Existence of solutions for tempered fractional BVP (1.1) in $\mathcal{C}\left(\mathcal{J}, \mathrm{c}^{\boldsymbol{\sigma}}\right)$

In this section, we derive the sufficient conditions for the existence of solutions for infinite system of tempered fractional order boundary value problems (1.1) in the sequences spaces $\mathcal{C}\left(\mathcal{J}, \mathrm{c}^{\sigma}\right)$.
Suppose
$\left(\mathrm{H}_{1}\right) \quad \varphi_{\mathrm{j}}: \mathcal{J} \rightarrow \mathbb{R}^{\infty}$ and define an operator $\Phi: \mathcal{J} \times \mathrm{c}^{\sigma} \rightarrow \mathrm{c}^{\sigma}$ as

$$
(\mathbf{z}, \vartheta(\mathbf{z})) \rightarrow(\Phi \vartheta)(\mathbf{z})=\left(\varphi_{\mathrm{j}}(\mathbf{z}, \vartheta(\mathbf{z}))\right)_{\mathrm{j}=1}^{\infty}
$$

is the class of all functions $((\Phi \vartheta)(\mathbf{z}))_{\mathbf{z} \in \mathcal{J}}$ and equicontinuous on $c^{\sigma}$.
$\left(H_{2}\right) \eta_{j}(\mathbf{z}), \theta_{j}(\mathbf{z}): \mathcal{J} \rightarrow \mathbb{R}$ are continuous functions such that the sequence $\sigma_{j} \eta_{j}(\mathbf{z})$ converges uniformly to zero on $\mathcal{J}$ and the sequence $\left(\theta_{j}(\mathbf{z})\right)$ is convergence on $\mathcal{J}$, so we take $\theta(\mathbf{z})=\sup \left\{\theta_{j}(\mathbf{z}): j \in \mathbb{N}\right\}$, $\theta^{\star}=\sup \{\theta(z): z \in \mathcal{J}\}, \quad \sigma^{\star}=\sup \left\{\sigma_{j} \eta_{j}(\mathbf{z}): j \in \mathbb{N}, \mathbf{z} \in \mathcal{J}\right\}$ and

$$
\varphi_{\mathrm{j}}(\mathbf{z}, \vartheta(\mathbf{z})) \leq \eta_{\mathrm{j}}(\mathbf{z})+\theta_{\mathrm{j}}(\mathbf{z}) \vartheta_{\mathrm{j}}(\mathbf{z}), \quad \vartheta_{\mathrm{j}} \in \mathrm{c}^{\sigma}, \quad \mathbf{z} \in \mathcal{J}, \mathbf{j}=1,2,3, \cdots
$$

Theorem 4.1 Suppose $\frac{\mathrm{T}^{\delta_{1}+\delta_{2}} e^{\ell \mathrm{T}} \theta^{\star}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)}<1$ and $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{2}\right)$ hold, then the infinite systems of fractional order boundary value problems (1.1) has at least one solution $\vartheta(\mathbf{z})=\left(\vartheta_{\mathbf{j}}(\mathbf{z})\right)$ in $\mathcal{C}\left(\mathcal{J}, \mathbf{c}^{\sigma}\right)$ provided

$$
0<\lambda_{j}<\frac{1}{\mathrm{p}_{\mathrm{j}}^{\star}}, \quad j \in \mathbb{N},
$$

where $\mathrm{p}_{\mathrm{j}}^{\star}=\sup \left\{\mathrm{p}_{\mathrm{j}}(\mathrm{z}): \mathrm{z} \in \mathcal{J}\right\}$.

Proof Since $\sup \left\{\sigma_{j}\left|\vartheta_{j}(\mathbf{z})\right|\right\}<+\infty$ for all $\vartheta(\mathbf{z})=\left(\vartheta_{j}(\mathbf{z})\right)_{j=1}^{\infty} \in \mathcal{C}\left(\mathcal{J}, \mathbf{c}^{\sigma}\right)$ and $\mathbf{z} \in \mathcal{J}$, there exists $\varrho>0$ such that $\sup \left\{\sigma_{j}\left|\vartheta_{j}(\mathbf{z})\right|\right\}<\varrho$. From ( $\mathrm{H}_{2}$ ) and (2.3), we get

$$
\begin{aligned}
\|\vartheta(\mathbf{z})\|_{c^{\sigma}} & =\sup _{j \in \mathbb{N}}\left\{\sigma_{j}\left|\lambda_{\mathrm{j}} \int_{0}^{\mathrm{T}} \aleph_{\delta_{1}}(\mathrm{z}, \mathrm{y}) e^{-\ell \mathrm{z}}\left[\int_{0}^{\mathrm{T}} \frac{\aleph_{\delta_{2}}(\mathrm{y}, \mathrm{x}) e^{\ell \mathrm{x}}}{\mathrm{p}_{\mathrm{j}}(\mathrm{x})} \varphi_{\mathrm{j}}(\mathrm{x}, \vartheta(\mathrm{x})) d \mathrm{x}\right] d \mathrm{y}\right|\right\} \\
& \leq \sup _{\mathrm{j} \in \mathbb{N}}\left\{\sigma_{j} \lambda_{j} e^{\ell \mathrm{T}} \mathrm{p}_{\mathrm{j}}^{\star} \int_{0}^{\mathrm{T}}\left|\aleph_{\delta_{1}}(\mathbf{z}, \mathrm{y})\right|\left[\int_{0}^{\mathrm{T}}\left|\aleph_{\delta_{2}}(\mathrm{y}, \mathrm{x}) \| \varphi_{\mathrm{j}}(\mathrm{x}, \vartheta(\mathrm{x}))\right| d \mathrm{x}\right] d \mathrm{y}\right\} \\
& \leq \sup _{\mathrm{j} \in \mathbb{N}}\left\{\sigma_{j} \lambda_{j} e^{\ell \mathrm{T}} \mathrm{p}_{\mathrm{j}}^{\star} \int_{0}^{\mathrm{T}}\left|\aleph_{\delta_{1}}(\mathrm{y}, \mathrm{y})\right|\left[\int_{0}^{\mathrm{T}}\left|\aleph_{\delta_{2}}(\mathrm{x}, \mathrm{x}) \| \varphi_{\mathrm{j}}(\mathrm{x}, \vartheta(\mathrm{x}))\right| d \mathrm{x}\right] d \mathrm{y}\right\} \\
& \leq \frac{\mathrm{T}^{\delta_{1}+\delta_{2}-1} e^{\ell \mathrm{T}}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)} \sup _{\mathrm{j} \in \mathbb{N}}\left\{\sigma_{j} \lambda_{j} \mathrm{p}_{\mathrm{j}}^{\star} \int_{0}^{\mathrm{T}}\left[\eta_{\mathrm{j}}(\mathrm{x})+\theta_{\mathrm{j}}(\mathrm{x})\left|\vartheta_{\mathrm{j}}(\mathrm{x})\right|\right] d \mathrm{x}\right\} \\
& \leq \frac{\mathrm{T}^{\delta_{1}+\delta_{2}-1} e^{\ell \mathrm{T}}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)} \sup _{\mathrm{j} \in \mathbb{N}}\left\{\int_{0}^{\mathrm{T}}\left[\sigma^{\star}+\theta^{\star} \varrho\right] d \tau\right\} \\
& \leq \frac{\left(\sigma^{\star}+\theta^{\star} \varrho\right) \mathrm{T}^{\delta_{1}+\delta_{2}} e^{\ell \mathrm{T}}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)}:=b .
\end{aligned}
$$

Therefore,

$$
\max _{\mathbf{z} \in \mathcal{J}}\|\vartheta(\mathbf{z})\|_{c^{\sigma}} \leq b, \quad \text { i.e., }\|\vartheta(\mathbf{z})\|_{\mathcal{C}\left(\mathcal{J}, c^{\sigma}\right)} \leq b
$$

Now, let the closed ball $\mathcal{B}=\mathcal{B}\left(\vartheta^{0}(\mathbf{z}), r_{1}\right)$ centered at $\vartheta^{0}(\mathbf{z})=\left(\vartheta^{0}(\mathbf{z})\right)_{\mathbf{j}=1}^{\infty}, \vartheta^{0}(\mathbf{z})=0 \forall \mathbf{z} \in \mathcal{J}, j \in \mathbb{N}$ and radius $b$. Therefore, $\mathcal{B}$ is a nonempty bounded closed convex subset of $\mathcal{C}\left(\mathcal{J}, c^{\sigma}\right)$.
For fixed $\mathrm{z} \in \mathcal{J}$, define an operator $\Upsilon=\left(\Upsilon_{\mathrm{j}}\right)_{\mathrm{j}=1}^{\infty}: \mathcal{C}\left(\mathcal{J}, \mathrm{c}_{0}^{\sigma}\right) \rightarrow \mathcal{C}\left(\mathcal{J}, \mathrm{c}_{0}^{\sigma}\right)$ as

$$
(\Upsilon \vartheta)(\mathbf{z})=\left\{\left(\Upsilon_{\mathrm{j}} \vartheta\right)(\mathbf{z})\right\}_{\mathrm{j}=1}^{\infty}=\left\{\lambda_{\mathrm{j}} \int_{0}^{\mathrm{T}} \aleph_{\delta_{1}}(\mathbf{z}, \mathrm{y}) e^{-\ell \mathrm{z}}\left[\int_{0}^{\mathrm{T}} \frac{\aleph_{\delta_{2}}(\mathrm{y}, \mathrm{x}) e^{\ell \mathrm{x}}}{\mathrm{p}_{\mathrm{j}}(\mathrm{x})} \varphi_{\mathrm{j}}(\mathrm{x}, \vartheta(\mathrm{x})) d \mathrm{x}\right] d \mathrm{y}\right\}_{\mathrm{j}=1}^{\infty}
$$

Since $\left(\varphi_{j}(\mathbf{z}, \vartheta(\mathbf{z}))\right)_{\mathbf{j}=1}^{\infty} \in \mathrm{c}^{\sigma}$ and $p_{\mathrm{j}}(\mathbf{z})=p(\mathbf{z})$ for $\mathbf{z} \in \mathcal{J}$, it follows that $\aleph_{j}(\mathbf{z}, \tau)=\aleph_{\mathbf{i}}(\mathbf{z}, \tau)$ for any $k, l \in \mathbb{N}$. Therefore, we have

$$
\begin{aligned}
& \left|\sigma_{j}\left(\Upsilon_{j} \vartheta\right)(\mathbf{z})-\sigma_{i}\left(\Upsilon_{i} \vartheta\right)(\mathbf{z})\right| \\
& =\left\lvert\, \sigma_{j} \lambda_{j} \int_{0}^{\mathrm{T}} \aleph_{\delta_{1}}(\mathrm{z}, \mathrm{y}) e^{-\ell \mathrm{z}}\left[\int_{0}^{\mathrm{T}} \frac{\aleph_{\delta_{2}}(\mathrm{y}, \mathrm{x}) e^{\ell \mathrm{x}}}{\mathrm{p}_{\mathrm{j}}(\mathrm{x})} \varphi_{\mathrm{j}}(\mathrm{x}, \vartheta(\mathrm{x})) d \mathrm{x}\right] d \mathrm{y}\right. \\
& \left.-\sigma_{\mathrm{i}} \lambda_{\mathrm{i}} \int_{0}^{\mathrm{T}} \aleph_{\delta_{1}}(\mathbf{z}, \mathrm{y}) e^{-\ell \mathbf{z}}\left[\int_{0}^{\mathrm{T}} \frac{\aleph_{\delta_{2}}(\mathrm{y}, \mathrm{x}) e^{\ell \mathrm{x}}}{\mathrm{p}_{\mathrm{i}}(\mathrm{x})} \varphi_{\mathrm{i}}(\mathrm{x}, \vartheta(\mathrm{x})) d \mathrm{x}\right] d \mathrm{y} \right\rvert\, \\
& =\left\lvert\, \int_{0}^{T} \aleph_{\delta_{1}}(\mathrm{z}, \mathrm{y})\left[\int_{0}^{\mathrm{T}} \aleph_{\delta_{2}}(\mathrm{y}, \mathrm{x}) e^{-\ell(\mathrm{z}-\mathrm{x})} \frac{\sigma_{\mathrm{j}} \lambda_{\mathrm{j}}}{\mathrm{p}_{\mathrm{j}}(\mathrm{x})}\left[\eta_{\mathrm{j}}(\mathrm{x})+\theta_{\mathrm{j}}(\mathrm{x}) \vartheta_{\mathrm{j}}(\mathrm{x})\right] d \mathrm{x}\right] d \mathrm{y}\right. \\
& \left.-\int_{0}^{\mathrm{T}} \aleph_{\delta_{1}}(\mathrm{z}, \mathrm{y})\left[\int_{0}^{\mathrm{T}} \aleph_{\delta_{2}}(\mathrm{y}, \mathrm{x}) e^{-\ell(\mathrm{z}-\mathrm{x})} \frac{\sigma_{\mathrm{i}} \lambda_{\mathrm{i}}}{\mathrm{p}_{\mathrm{i}}(\mathrm{x})}\left[\eta_{\mathrm{i}}(\mathrm{x})+\theta_{\mathrm{i}}(\mathrm{x}) \vartheta_{\mathrm{i}}(\mathrm{x})\right] d \mathrm{x}\right] d \mathrm{y} \right\rvert\, \\
& \leq \int_{0}^{T}\left|\aleph_{\delta_{1}}(z, y)\right|\left[\int_{0}^{T}\left|\aleph_{\delta_{2}}(y, x)\right|\left|e^{-\ell(z-x)}\right|\left|\frac{\sigma_{j} \lambda_{j} \eta_{j}(x)}{p_{j}(x)}-\frac{\sigma_{i} \lambda_{i} \eta_{i}(x)}{p_{i}(x)}\right| d x\right] d y \\
& +\int_{0}^{\mathrm{T}}\left|\aleph_{\delta_{1}}(\mathrm{z}, \mathrm{y})\right|\left[\int_{0}^{\mathrm{T}}\left|\aleph_{\delta_{2}}(\mathrm{y}, \mathrm{x})\right|\left|e^{-\ell(\mathrm{z}-\mathrm{x})}\right|\left|\frac{\sigma_{\mathrm{j}} \lambda_{\mathrm{j}} \theta_{\mathrm{j}}(\mathrm{x}) \vartheta_{\mathrm{j}}(\mathrm{x})}{\mathrm{p}_{\mathrm{j}}(\mathrm{x})}-\frac{\sigma_{\mathrm{i}} \lambda_{\mathrm{i}} \theta_{\mathrm{i}}(\mathrm{x}) \vartheta_{\mathrm{i}}(\mathrm{x})}{\mathrm{p}_{\mathrm{i}}(\mathrm{x})}\right| d \mathrm{x}\right] d \mathrm{y} \\
& \leq \int_{0}^{T}\left|\aleph_{\delta_{1}}(\mathrm{z}, \mathrm{y})\right|\left[\int_{0}^{\mathrm{T}}\left|\aleph_{\delta_{2}}(\mathrm{y}, \mathrm{x})\right|\left|e^{-\ell(\mathrm{z}-\mathrm{x})}\right|\left|\frac{\sigma_{\mathrm{j}} \lambda_{\mathrm{j}} \eta_{\mathrm{j}}(\mathrm{x})}{\mathrm{p}_{\mathrm{j}}(\mathrm{x})}-\frac{\sigma_{\mathrm{i}} \lambda_{i} \eta_{\mathrm{i}}(\mathrm{x})}{\mathrm{p}_{\mathrm{i}}(\mathrm{x})}\right| d \mathrm{x}\right] d \mathrm{y} \\
& +\int_{0}^{T}\left|\aleph_{\delta_{1}}(z, y)\right|\left[\int _ { 0 } ^ { T } | \aleph _ { \delta _ { 2 } } ( y , x ) | | e ^ { - \ell ( z - x ) } | \left[\frac{\sigma_{j} \lambda_{j} \vartheta_{j}(x)}{p_{j}(x)}\left|\theta_{j}(x)-\theta_{i}(x)\right|\right.\right. \\
& \left.\left.+\left|\theta_{\mathrm{i}}(\mathrm{x})\right|\left|\frac{\sigma_{\mathrm{j}} \lambda_{\mathrm{j}} \vartheta_{\mathrm{j}}(\mathrm{x})}{\mathrm{p}_{\mathrm{j}}(\mathrm{x})}-\frac{\sigma_{\mathrm{i}} \lambda_{\mathrm{i}} \vartheta_{\mathrm{i}}(\mathrm{x})}{\mathrm{p}_{\mathrm{i}}(\mathrm{x})}\right|\right] d \mathrm{x}\right] d \mathrm{y}
\end{aligned}
$$

Since $\left(\lambda_{j}\right),\left(\theta_{j}\right),\left(\sigma_{j} \eta_{j}\right)$ are convergent on $\mathcal{J}$ and $\frac{\lambda_{j} \vartheta_{j}}{p_{j}} \in c^{\sigma}$, it follows that

$$
\left|\sigma_{j}\left(\Upsilon_{j} \vartheta\right)(z)-\sigma_{i}\left(\Upsilon_{i} \vartheta\right)(z)\right| \rightarrow 0 \quad \text { as } \quad j, i \rightarrow \infty
$$

Hence, $(\Upsilon \vartheta)(z) \in \mathcal{C}\left(\mathcal{J}, c^{\sigma}\right)$. Moreover, it can be seen that $\left(\Upsilon_{j} \vartheta\right)(z)$ satisfies boundary conditions, i.e.

$$
\begin{gathered}
\left(\Upsilon_{j} \vartheta(0)\right)=\lim _{\mathbf{z} \rightarrow 0}\left[{ }_{0}^{\mathrm{RL}} \mathbb{D}_{\mathbf{z}}^{\delta_{1}, \ell}\left(e^{\ell \mathbf{z}}\left(\Upsilon_{\mathrm{j}} \vartheta(\mathbf{z})\right)\right)\right]=0 \\
e^{\ell \mathrm{T}}\left(\Upsilon_{\mathrm{j}} \vartheta(\mathrm{~T})\right)=\lim _{\mathbf{z} \rightarrow \mathrm{T}}\left[{ }_{0}^{\mathrm{RL}} \mathbb{D}_{\mathbf{z}}^{\delta_{1}, \ell}\left(e^{\ell \mathbf{z}}\left(\Upsilon_{\mathrm{j}} \vartheta(\mathbf{z})\right)\right)\right]=0 .
\end{gathered}
$$

For fixed $z \in T$ and $\vartheta(z) \in \mathcal{B}$, we get

$$
\begin{aligned}
\left\|(\Upsilon \vartheta)(\mathbf{z})-\vartheta^{0}(\mathbf{z})\right\|_{c^{\sigma}} \leq b & \Longrightarrow \max _{\mathbf{z} \in \mathcal{J}}\left\|(\Upsilon \vartheta)(\mathbf{z})-\vartheta^{0}(\mathbf{z})\right\|_{c^{\sigma}} \leq b \\
& \Longrightarrow\left\|(\Upsilon \vartheta)(\mathbf{z})-\vartheta^{0}(\mathbf{z})\right\|_{\mathcal{C}\left(\mathcal{J}, \mathrm{c}^{\sigma}\right.} \leq b
\end{aligned}
$$

which proves that $\Upsilon$ is self mapping on $\mathcal{B}$. From $\left(H_{1}\right)$, for any $\vartheta(z)=\left(\vartheta_{j}(z)\right)_{j=1}^{\infty} \in \mathcal{B}$ and for any $\varepsilon>0$ there exists $\delta>0$ such that $\|(\Phi \vartheta)(\mathbf{z})-(\Phi \vartheta)(\mathbf{z})\|_{c^{\sigma}}<\frac{\varepsilon \Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)}{T^{\delta}{ }_{1}+\delta_{2} e^{\ell \mathrm{T}}} \mathrm{T}$ for each $\vartheta(\mathbf{z}) \in \mathcal{B}$, whenever $|\vartheta(\mathbf{z})-\vartheta(\mathbf{z})| \leq \delta$,
where $z \in \mathcal{J}$. Thus, for $z \in \mathcal{J}$, we have

$$
\begin{aligned}
\|(\Upsilon \vartheta)(\mathbf{z})-(\Upsilon \vartheta)(\mathbf{z})\|_{c^{\sigma}} & =\sup _{\mathrm{j} \in \mathbb{N}}\left\{\left|\sigma_{j} \lambda_{\mathrm{j}} \int_{0}^{\mathrm{T}} \aleph_{\delta_{1}}(\mathbf{z}, \mathrm{y}) e^{-\ell \mathbf{z}}\left[\int_{0}^{\mathrm{T}} \frac{\aleph_{\delta_{2}}(\mathrm{y}, \mathrm{x}) e^{\ell \mathrm{x}}}{\mathrm{p}_{\mathrm{j}}(\mathrm{x})}\left[\varphi_{\mathrm{j}}(\mathrm{x}, \vartheta(\mathrm{x}))-\varphi_{\mathrm{j}}(\mathrm{x}, \vartheta(\mathrm{x}))\right] d \mathrm{x}\right] d \mathrm{y}\right|\right\} \\
& \leq \frac{\mathrm{T}^{\delta_{1}+\delta_{2}-1} e^{\ell \mathrm{T}}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)} \sup _{\mathrm{j} \in \mathbb{N}}\left\{\sigma_{\mathrm{j}} \lambda_{\mathrm{j}} \mathrm{p}_{\mathrm{j}}^{\star} \int_{0}^{\mathrm{T}}\left|\varphi_{\mathrm{j}}(\mathrm{x}, \vartheta(\mathrm{x}))-\varphi_{\mathrm{j}}(\mathrm{x}, \vartheta(\mathrm{x}))\right| d \mathrm{x}\right\} \\
& \leq \frac{\mathrm{T}^{\delta_{1}+\delta_{2}-1} e^{\ell \mathrm{T}}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)} \frac{\varepsilon \Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)}{\mathrm{T}^{\delta_{1}+\delta_{2}} e^{\ell \mathrm{T}}} \mathrm{~T}<\varepsilon
\end{aligned}
$$

Thus, $\Omega$ is continuous on $\mathcal{B}$ for every $\mathrm{z} \in \mathcal{J}$.
Now, we have

$$
\begin{aligned}
& \mu(\Omega \mathcal{B})= \lim _{j \rightarrow \infty}\left\{\operatorname { s u p } _ { \vartheta ( \mathrm { z } ) \in \mathcal { B } } \operatorname { s u p } _ { m \geq \mathrm { j } } \left[\left\lvert\, \sigma_{m} \lambda_{m} \int_{0}^{\mathrm{T}} \aleph_{\delta_{1}}(\mathrm{z}, \mathrm{y}) e^{-\ell \mathrm{z}}\left[\int_{0}^{\mathrm{T}} \frac{\aleph_{\delta_{2}}(\mathrm{y}, \mathrm{x}) e^{\ell \mathrm{x}}}{\mathrm{p}_{m}(\mathrm{x})} \varphi_{m}(\mathrm{x}, \vartheta(\mathrm{x})) d \mathrm{x}\right] d \mathrm{y}\right.\right.\right. \\
&\left.\left.\left.\quad-\lim _{n \rightarrow \infty}\left(\sigma_{n} \lambda_{n} \int_{0}^{\mathrm{T}} \aleph_{\delta_{1}}(\mathrm{z}, \mathrm{y}) e^{-\ell \mathrm{z}}\left[\int_{0}^{\mathrm{T}} \frac{\aleph_{\delta_{2}}(\mathrm{y}, \mathrm{x}) e^{\ell \mathrm{x}}}{\mathrm{p}_{n}(\mathrm{x})} \varphi_{n}(\mathrm{x}, \vartheta(\mathrm{x})) d \mathrm{x}\right] d \mathrm{y}\right) \right\rvert\,\right]\right\} \\
& \leq \frac{\mathrm{T}^{\delta_{1}+\delta_{2}-1} e^{\ell \mathrm{T}}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)} \lim _{\mathrm{j} \rightarrow \infty}\left\{\operatorname { s u p } _ { \vartheta ( \mathrm { z } ) \in \mathcal { B } } \operatorname { s u p } _ { m \geq \mathrm { j } } \left[\int_{0}^{\mathrm{T}} \left\lvert\, \frac{\sigma_{m} \lambda_{m}}{\mathrm{p}_{m}(\mathrm{x})} \varphi_{m}(\tau, \vartheta(\mathrm{x}))\right.\right.\right. \\
&\left.\left.\left.-\lim _{n \rightarrow \infty} \frac{\sigma_{n} \lambda_{n}}{\mathrm{p}_{n}(\mathrm{x})} \varphi_{n}(\mathrm{x}, \vartheta(\mathrm{x})) \right\rvert\, d \mathrm{x}\right]\right\} \\
& \leq \frac{\mathrm{T}^{\delta_{1}+\delta_{2}-1} e^{\ell \mathrm{T}}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)} \lim _{\mathrm{j} \rightarrow \infty}\left\{\operatorname { s u p } _ { \vartheta ( \mathrm { z } ) \in \mathcal { B } } \operatorname { s u p } _ { m \geq \mathrm { j } } \left[\int_{0}^{\mathrm{T}} \left\lvert\, \frac{\sigma_{m} \lambda_{m} \theta_{m}(\mathrm{x}) \vartheta_{m}(\mathrm{x})}{\mathrm{p}_{m}(\mathrm{x})}\right.\right.\right. \\
&\left.\left.\left.-\lim _{n \rightarrow \infty} \frac{\sigma_{n} \lambda_{n} \theta_{n}(\mathrm{x}) \vartheta_{n}(\mathrm{x})}{\mathrm{p}_{n}(\mathrm{x})} \right\rvert\, d \mathrm{x}\right]\right\} \\
& \leq \frac{\mathrm{T}^{\delta_{1}+\delta_{2}-1} e^{\ell \mathrm{T}}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)} \lim _{\mathrm{j} \rightarrow \infty}\left\{\operatorname { s u p } _ { \vartheta ( \mathrm { z } ) \in \mathcal { B } } \operatorname { s u p } _ { m \geq \mathrm { j } } \left[\int _ { 0 } ^ { \mathrm { T } } \left(\frac{\lambda_{m}\left|\theta_{m}(\tau)\right|}{\mathrm{p}_{m}(\mathrm{x})}\left|\sigma_{m} \vartheta_{m}(\tau)-\lim _{n \rightarrow \infty} \sigma_{n} \vartheta_{n}(\tau)\right|\right.\right.\right. \\
& \leq \frac{\mathrm{T}^{\delta_{1}+\delta_{2}} e^{\ell \mathrm{T}} \theta^{\star}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)} \mu(\mathcal{B}) .
\end{aligned}
$$

Thus,

$$
\sup _{\mathrm{z} \in \mathcal{J}} \mu(\Upsilon \mathcal{B}) \leq \frac{\mathrm{T}^{\delta_{1}+\delta_{2}} e^{\ell \mathrm{T}} \theta^{\star}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)} \sup _{\mathrm{z} \in \mathcal{J}} \mu(\mathcal{B})
$$

It follows that

$$
\mu_{\mathcal{C}\left(\mathcal{J}, \mathrm{c}^{\sigma}\right)}(\Upsilon \mathcal{B}) \leq \frac{\mathrm{T}^{\delta_{1}+\delta_{2}} e^{\ell \mathrm{T}} \theta^{\star}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)} \mu_{\mathcal{C}\left(\mathcal{J}, \mathrm{c}^{\sigma}\right)}(\mathcal{B})<\varepsilon \Longrightarrow \mu_{\mathcal{C}\left(\mathcal{J}, \mathrm{c}^{\sigma}\right)}(\mathcal{B})<\frac{\varepsilon \Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)}{\mathrm{T}^{\delta_{1}+\delta_{2}} e^{\ell \mathrm{T}} \theta^{\star}}
$$

Letting $\delta=\frac{\varepsilon}{\mathrm{T}^{\delta_{1}+\delta_{2}} e^{\ell \mathrm{T}} \theta^{\star}}\left[\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)-\mathrm{T}^{\delta_{1}+\delta_{2}} e^{\ell \mathrm{T}} \theta^{\star}\right]$, we obtain $\varepsilon \leq \mu_{\mathcal{C}\left(\mathcal{J}, \mathrm{c}^{\sigma}\right)}(\mathcal{B})<\varepsilon+\delta$.
Therefore, $\Upsilon$ is a Meir-Keeler condensing operator on $\mathcal{B}$. Since $z$ is arbitrary, so for every $z \in \mathcal{J}, \Upsilon$ satisfies all the conditions of Theorem 2.18, i.e. $\Upsilon$ has a fixed point in $\mathcal{B}$. Hence, the infinite systems (1.1) has a solution in $\mathcal{C}\left(\mathcal{J}, c^{\sigma}\right)$.

## 5. Applications

In this section, we present two examples to illustrate our main results.

Example 5.1 Consider the following infinite system of tempered fractional order boundary value problems.

Thus, $\ell=\frac{1}{2}, \delta_{1}=1.4, \delta_{2}=1.2, \mathrm{p}_{\mathrm{j}}(\mathrm{z})=\mathrm{z}^{2}+4, \mathrm{~T}=1, \mathcal{J}=[0,1]$, and $\varphi_{\mathrm{j}}(\mathrm{z}, \vartheta(\mathrm{z}))=\frac{e^{-\mathrm{j} \mathrm{z}^{4}} \cos (\mathrm{jz})}{\mathrm{j}}+\sum_{\mathrm{i}=\mathrm{j}}^{\infty} \frac{\vartheta_{\mathrm{j}}(\mathrm{z})}{4 \mathrm{i}^{2}}$.
Let $\sigma_{j}=\frac{1}{j^{2}}$ for all $j \in \mathbb{N}$. Now, for $\vartheta(\mathbf{z}) \in \mathcal{C}\left(\mathcal{J}, c_{0}^{\sigma}\right)$, we have

$$
\lim _{j \rightarrow \infty} \sigma_{j} \varphi_{j}(\mathbf{z}, \vartheta(\mathbf{z}))=\lim _{j \rightarrow \infty}\left[\frac{e^{-j z^{4}} \cos (j z)}{j^{3}}+\frac{1}{j^{2}} \sum_{i=j}^{\infty} \frac{\vartheta_{j}(z)}{4 i^{2}}\right]=0
$$

Next, let for any $v(\mathbf{z})=\left(\nu_{j}(\mathbf{z})\right)_{j=1}^{\infty} \in \mathcal{C}\left(\mathcal{J}, \mathrm{c}_{0}^{\sigma}\right)$. Let $\varepsilon>0$ be given and $\delta=\frac{24 \varepsilon}{\pi^{2}}$ such that $\| \vartheta(\mathbf{z})-$ $v(z) \|_{\mathcal{C}\left(\mathcal{J}, c_{0}^{\sigma}\right)}<\delta$. Then

$$
\begin{aligned}
\|(\Phi \vartheta)(\mathbf{z})-(\Phi v)(\mathbf{z})\|_{c_{0}^{\sigma}} & =\sup _{j \in \mathbb{N}}\left\{\sigma_{j}\left|\varphi_{j}(\mathbf{z}, \vartheta(\mathbf{z}))-\varphi_{j}(\mathbf{z}, v(\mathbf{z}))\right|\right\} \\
& =\sup _{j \in \mathbb{N}}\left\{\frac{1}{j^{2}} \sum_{\mathrm{i}=\mathrm{j}}^{\infty} \frac{1}{4 \mathrm{i}^{2}}\left|\vartheta_{j}(\mathbf{z})-\nu_{\mathrm{j}}(\mathbf{z})\right|\right\} \\
& \leq \frac{\pi^{2}}{24}\left\|\vartheta_{\mathrm{j}}(\mathbf{z})-\nu_{\mathrm{j}}(\mathbf{z})\right\|_{c_{0}^{\sigma}}<\varepsilon
\end{aligned}
$$

Thus, $((\Phi \vartheta)(\mathbf{z}))_{\mathbf{z} \in \mathcal{J}}$ is equicontinuous on $c_{0}^{\sigma}$. Moreover, for $z \in \mathcal{J}$ and $j \in \mathbb{N}$, we have

$$
\begin{aligned}
\left|\varphi_{\mathrm{j}}(\mathrm{z}, \vartheta(\mathrm{z}))\right| & \leq \frac{e^{-\mathrm{j} \mathrm{z}^{4}}|\cos (\mathrm{jz})|}{\mathrm{j}}+\sum_{\mathrm{i}=\mathrm{j}}^{\infty} \frac{1}{4 \mathrm{i}^{2}}\left|\vartheta_{\mathrm{j}}(\mathrm{z})\right| \\
& \leq \frac{e^{-\mathrm{j} \mathrm{z}^{2}}}{\mathrm{j}}+\frac{\pi^{2}}{24}\left|\vartheta_{\mathrm{j}}(\mathrm{z})\right|
\end{aligned}
$$

where $\xi_{\mathrm{j}}(\mathbf{z})=\frac{e^{-\mathrm{j} \mathrm{z}^{4}}}{\mathrm{j}}$ and $\zeta_{\mathrm{j}}(\mathbf{z})=\frac{\pi^{2}}{24}$. Thus, $\zeta^{\star}=\frac{\pi^{2}}{24}$. We note that $\left(\sigma \zeta_{\mathrm{j}}(\mathbf{z})\right)=\left(e^{-\mathrm{j} \mathbf{z}^{4}} / j^{3}\right)$ converges uniformly to zero on $\mathcal{J}$ and the sequence $\zeta_{j}(z)$ is equibounded on $\mathcal{J}$. Moreover,

$$
\frac{\mathrm{T}^{\delta_{1}+\delta_{2}} e^{\ell \mathrm{T}} \zeta^{\star}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)}=\frac{\sqrt{e} \pi^{2}}{24 \Gamma(1.4) \Gamma(1.2)}<1
$$

Hence, by Theorem 3.1 the infinite systems (5.1) has a solution in $\mathcal{C}\left(\mathcal{J}, \mathrm{c}_{0}^{\sigma}\right)$ provided

$$
\lambda<\max _{z \in[0,1]} \frac{1}{z^{2}+4}=\frac{1}{4} .
$$

Example 5.2 Consider the system of tempered fractional order two-point boundary value problems.

$$
\left\{\begin{array}{l}
{\underset{0}{\mathrm{RL}} \mathbb{D}_{\mathbf{z}}^{1.8,1}\left[\sqrt{\mathbf{z}^{2}+25}\left({ }_{0}^{\mathrm{RL}} \mathbb{D}_{\mathbf{z}}^{1.1,1}\left(\vartheta_{j}(\mathbf{z})\right)\right)\right]=\lambda_{\mathrm{j}}\left[\frac{e^{-\mathrm{jz}} \sin (\mathrm{jz})}{\mathrm{j}}+\sum_{\mathrm{i}=\mathrm{j}}^{\infty} \frac{\vartheta_{\mathrm{j}}(\mathbf{z})}{7 \mathrm{i}^{2}}\right]}_{\vartheta_{\mathrm{j}}(0)=\lim _{\mathrm{z} \rightarrow 0}\left[{ }_{0}^{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{1.1,1}\left(e^{\mathbf{z}} \vartheta_{\mathrm{j}}(\mathbf{z})\right)\right]=0,}^{e \vartheta_{\mathrm{j}}(1)=\lim _{\mathrm{z} \rightarrow 1}\left[{ }_{0}^{\mathrm{RL}} \mathbb{D}_{\mathrm{z}}^{1.1,1}\left(e^{\mathrm{z}} \vartheta_{\mathrm{j}}(\mathbf{z})\right)\right]=0, \mathrm{j} \in \mathbb{N} .} \tag{5.2}
\end{array}\right.
$$

Thus, $\ell=1, \delta_{1}=1.1, \delta_{2}=1.8, \mathrm{p}_{\mathrm{j}}(\mathbf{z})=\sqrt{\mathbf{z}^{2}+25}, \mathrm{~T}=1, \mathcal{J}=[0,1]$, and $\varphi_{\mathrm{j}}(\mathbf{z}, \vartheta(\mathbf{z}))=\frac{e^{-\mathrm{jz}} \sin (\mathrm{jz})}{\mathrm{j}}+\sum_{\mathrm{i}=\mathrm{j}}^{\infty} \frac{\vartheta_{\mathrm{j}}(\mathbf{z})}{7 \mathrm{i}^{2}}$. Let $\sigma_{j}=\frac{1}{j^{2}}$ for all $j \in \mathbb{N}$. Now, for $\vartheta(\mathbf{z}) \in \mathcal{C}\left(\mathcal{J}, c^{\sigma}\right)$, we have

$$
\lim _{j \rightarrow \infty} \sigma_{j} \varphi_{j}(z, \vartheta(z))=\lim _{j \rightarrow \infty}\left[\frac{\sin (j z)}{j^{3}}+\frac{1}{j^{2}} \sum_{i=j}^{\infty} \frac{\vartheta_{j}(z)}{7 i^{2}}\right]=0 .
$$

This shows that $\left(\varphi_{j}(\mathbf{z}, \vartheta(\mathbf{z}))\right) \in \mathbf{c}^{\sigma}$. Next, let for any $v(\mathbf{z})=\left(\nu_{j}(\mathbf{z})\right)_{j=1}^{\infty} \in \mathcal{C}\left(\mathcal{J}, c^{\sigma}\right)$. Let $\varepsilon>0$ be given and $\delta=\frac{12 \varepsilon}{\pi^{2}}$ such that $\|\vartheta(\mathbf{z})-\vartheta(\mathbf{z})\|_{\mathcal{C}\left(\mathcal{J}, \mathrm{c}^{\sigma}\right)}<\delta$. Then

$$
\begin{aligned}
\|(\Phi \vartheta)(\mathbf{z})-(v \vartheta)(\mathbf{z})\|_{c^{\sigma}} & =\sup _{j \in \mathbb{N}}\left\{\sigma_{j}\left|\varphi_{j}(\mathbf{z}, \vartheta(\mathbf{z}))-\varphi_{j}(\mathbf{z}, v(\mathbf{z}))\right|\right\} \\
& =\sup _{j \in \mathbb{N}}\left\{\frac{1}{\mathrm{j}^{2}} \sum_{\mathrm{i}=\mathrm{j}}^{\infty} \frac{1}{7 \mathrm{i}^{2}}\left|\vartheta_{\mathrm{j}}(\mathbf{z})-\nu_{\mathrm{j}}(\mathbf{z})\right|\right\} \\
& \leq \frac{\pi^{2}}{42}\left\|\vartheta_{\mathrm{j}}(\mathbf{z})-\nu_{\mathrm{j}}(\mathbf{z})\right\|_{c_{0}^{\sigma}}<\varepsilon .
\end{aligned}
$$

Thus, $((\Phi \vartheta)(z))_{z \in \mathcal{J}}$ is equicontinuous on $c^{\sigma}$. Moreover, for $z \in \mathcal{J}$ and $j \in \mathbb{N}$, we have $\eta_{j}(z)=\frac{\sin j z}{j}$ and $\theta_{j}(z)=\frac{\pi^{2}}{42}$. Thus, $\theta^{\star}=\frac{\pi^{2}}{42}$. We note that $\left(\sigma \eta_{j}(z)\right)=\left(\frac{\sin j z}{j^{3}}\right)$ converges uniformly to zero on $\mathcal{J}$ and the
sequence $\theta_{j}(z)$ is convergent on $\mathcal{J}$. Moreover,

$$
\frac{\mathrm{T}^{\delta_{1}+\delta_{2}} e^{\ell \mathrm{T}} \theta^{\star}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)}=\frac{e \pi^{2}}{42 \Gamma(1.1) \Gamma(1.8)}<1
$$

Hence, by Theorem 4.1 the infinite systems (5.2) has a solution in $\mathcal{C}\left(\mathcal{J}, c^{\sigma}\right)$ provided

$$
\lambda<\max _{\mathrm{z} \in[0,1]} \frac{1}{\sqrt{t^{2}+25}}=\frac{1}{5} .
$$

## 6. Conclusion and future work

In the present paper, we studied an infinite system of tempered fractional order boundary value problem. The fractional derivative used in our problem is the so-called tempered fractional Riemann-Liouville derivative, which generalizes well-known Riemann-Liouville fractional derivative. By applying the Hausdorff measure of noncompactness technique and using the Meir-Keeler fixed point theorem, we examined the existence of solution to this infinite system. This investigation has been performed in new sequence spaces $\mathcal{C}\left(\mathcal{J}, \mathrm{c}_{0}^{\sigma}\right)$ and $\mathcal{C}\left(\mathcal{J}, \mathrm{c}^{\sigma}\right)$ called tempered sequence spaces. Finally, numerical examples are also provided to illustrate our obtained results. In the future, the following aspects can be explored further:
(1) Further investigation is needed to study infinite system of singular temepered fractional Sturm-Liouville boundary value problem. Here taking singularities over $p_{j}(z)$ is challenging.
(2) The idea used in this paper can be further developed to study infinite systems of fractional difference equations [41] and dynamic equations on time scales [29, 38, 39] etc.
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