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Abstract: Bipolar soft rough set represents an important mathematical model to deal with uncertainty. This theory
represents a link between bipolar soft set and rough set theories. This study introduced the concept of topological bipolar
soft set by combining a bipolar soft set with topologies. Also, the topological structure of bipolar soft rough set has been
discussed by defining the bipolar soft rough topology. The main objective of this paper is to present some solutions to
develop and modify the approach of the bipolar soft rough sets. Two kinds of bipolar soft ideal approximation operators
which represent extensions of bipolar soft rough approximation operator have been presented. Moreover, a new kind of
bipolar approximation space via two ideals, called bipolar soft biideal approximation space, was introduced and studied
by two different methods. Their properties are discussed and the relationships between these methods and the previous
ones are proposed. The importance of these methods is reducing the vagueness of uncertainty areas by increasing the
bipolar lower approximations and decreasing the bipolar upper approximations. Also, the bipolar soft biideal rough sets
represent two opinions instead of one opinion. Finally, an application in multicriteria group decision making (MCGDM)
in COVID-19 by using bipolar soft ideal rough sets is suggested by using two methods.

Key words: Bipolar soft sets, topological bipolar soft sets, bipolar soft rough topology, bipolar soft ideal rough sets,
multicriteria group decision making

1. Introduction
There are many real-world problems for uncertainty and impreciseness, such as social science, engineering,
economics, environmental science, artificial intelligence and medical science. This impreciseness could also
be caused by the coarseness within the illustration of given knowledge. Different methods of mathematical
modelling were introduced to illuminate these issues such as theory of probability, theory of fuzzy sets, theory
of rough sets [1–3], interval mathematics, vague set theory, graph theory, and decision making theory. These
theories reduced the space between the classical mathematical styles and the imprecise real-world information.

Anyhow all of these theories have their immanent difficulties [4], and a disadvantage that actuated
Molodtsov [5, 6] to introduce the idea of soft sets as a new mathematical tool to solve some of their difficulties.
Soft set theory has a significant use in game theory, smoothness of functions, medicine, operational research and
probability theory [7]. Their algebraic analysis and applications developed rapidly. Maji et al. [8] presented
some basic algebraic operations on soft sets, and Ali et al. [9] recommended some new operations on soft sets.
Cagman et al. [10] presented soft topology and soft topological spaces. By generalizing the structure of soft set
and soft topology, many concepts such as soft group [11], N -soft sets [12, 13], sum of soft topological spaces
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[14], multipolar neutrosophic soft set [15] were introduced. Several researchers [16, 17] discussed the properties
and the applications of soft sets in decision making.

The concept of fuzzy set was introduced by Zadeh [18] and many of algebraic properties in classical set
theory were convenient with these sets. The connections between hesitancy, intuitive and bipolarity with the
fuzzy set were studied in the types of intuitionistic fuzzy sets [19], intuitionistic fuzzy relations [20], intuitionistic
hesitant fuzzy set [21], hesitant fuzzy set [22]. As a sophisticated version of the fuzzy set, the notion of the
fuzzy soft set was depicted and studied in various directions [23–25]. Many authors studied the notion of fuzzy
soft set in several directions in the form of intuitionistic fuzzy soft sets [26], interval-valued fuzzy soft sets [27],
interval-valued intuitionistic fuzzy soft sets [28], hesitant fuzzy soft sets [29], interval-valued hesitant fuzzy soft
sets [30], and generalized hesitant fuzzy soft sets [31].

The concept of bipolar valued fuzzy set [32] was introduced by extending the grade of membership of
fuzzy set from [0,1] to [–1,1]. Bipolar soft sets were defined and investigated by [33]. Some scholars generalized
bipolar-valued fuzzy sets and bipolar soft sets by presenting bipolar fuzzy relations [34], bipolar complex fuzzy
sets [35], bipolar fuzzy soft set [36, 37], fuzzy bipolar soft sets [38], hesitant bipolar-valued fuzzy soft sets [39],
bipolar neutrosophic soft sets [40], bipolar multifuzzy soft sets [41], bipolar fuzzy soft expert sets [42], bipolar
fuzzy soft graphs [43], rough fuzzy bipolar soft sets [44]. Karaaslan and Karatas [45] redefined bipolar soft sets
and studied its topological structure.

Pawlak [1] introduced the classical rough set models in the early of the eighties as a modern role
for modeling the vagueness of data that collected from real-life problems. Soft set represents a different
mathematical model to deal with the uncertainty in data collected from real-life situations. By combining
soft set and rough set, Feng [46] introduced soft rough sets and soft rough approximations to solve many
problems that acquired of intelligent systems identified by inadequate information. By generalizing soft rough
sets, the concepts of soft rough fuzzy sets [47], intiuitionstic fuzzy soft rough sets [48], modified soft rough sets
[49, 50], modified soft rough sets on a complete atomic Boolean lattice [51], soft fuzzy rough sets [52], soft
prerough sets [53], soft β -rough sets [54], and the others were defined. Karaaslan and Cagman [55] defined the
concept of bipolar soft rough sets which is a fusion of rough set and bipolar soft set and proposed a decision
making method to select the best alternatives. In [56], Shaber et al. studied roughness through bipolar soft set
by introducing a new hybrid model called modified rough bipolar soft set.

Ideal is an important notion in topological spaces and has been studied by Kuratowski [57] and Jankovic
et al. [58]. It plays an effective role in solving many topological problems. It can be applied in rough set theory
in [59–62]. In [63], Mustafa generalized the soft rough set theory by using an ideal by defining the concept of
soft approximation space via ideal to reduce the soft boundary region. This paper is devoted to the further
generalization of the bipolar soft rough set theory by using the ideal notion to reduce the bipolar soft boundary
region and its properties are derived.

1.1. Motivations and contributions of the paper

The main aims of this study are divided into three goals. Firstly, the concept of topological bipolar soft set is
defined for the first time by combining bipolar soft set with topologies. This new concept is clarified with real
examples. Also, the topological structure of bipolar soft rough set is studied by defining the bipolar soft rough
topology. Some new results of bipolar soft rough topology related to bipolar soft rough closure and bipolar
soft rough interior are presented. The second goal of this paper is to present a new approach to modify and
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generalize bipolar soft rough set by using an ideal which is an improvement of [55]. Two kinds of bipolar soft
ideal approximation operators which represent extensions of bipolar soft rough approximation operator have
been introduced. The main properties of the current method are studied and comparisons between our methods
and the previous ones are established. The bipolar soft rough approximations [55] are a special case of the
current approximations. The proposed approximations are more accurate than [55]. Therefore, these methods
are very useful in real life applications and can be used for discovering the vagueness of the data. Moreover,
new bipolar soft approximation spaces by using two ideals, called bipolar soft biideal approximation spaces, are
presented. These approximations are discussed by two different methods.

The importance of these approximations was its dependent on ideals which were topological tools and
the two ideals represent two opinions instead of one opinion. Finally the third purpose of this contribution is
to illustrate the importance of these methods in medical applications. In fact, an application in multicriteria
group decision making (MCGDM) in COVID-19 by using bipolar soft ideal rough set is suggested by using two
methods. These approaches are the best tool in decision making about the infection of COVID-19 by using
bipolar information (positive and negative) and an ideal. Bipolar soft ideal rough sets are used to find the
patients which will be prone to COVID-19. This helps the doctors to make the best decision.

2. Preliminaries
In this section, some basic notions that are useful for discussion in the next sections are recalled.

Definition 2.1 [6] Let U be the initial universe, ξ ̸= φ be the collection of parameters, attributes or decision
variables and η ⊆ ξ. A pair (Ω, η) is called a soft set over U if Ω is a mapping from the set η to the set of
all subsets of U , Ω : η −→ 2U .

Thus, a soft set is a parametrized family of subsets of U . For each e ∈ η, Ω(e) can be interpreted as a
subset of U , which is usually called the set of e−approximate elements of (Ω, η) . But Ω(e) can be also regarded
as a mapping Ω(e) : U −→ {0, 1}, and then Ω(e)(u) = 1 is equivalent to u ∈ Ω(e).

Definition 2.2 [33] Let ξ = {e1, e2, e3, ...., en} be the set of parameters. The not set of ξ is defined by
¬ξ = {¬e1,¬e2,¬e3, ....,¬en} , where for all i , ¬ei =not ei.

Definition 2.3 [33] Let U be a universal set and ξ be a set of parameters, η ⊆ ξ. Then (Ω,Ψ, η) is said
to be a bipolar soft set on U , If Ω : η −→ 2U and Ψ : ¬η −→ 2U with the property that for each a ∈ η

Ω(a) ∩ ψ(¬a) = φ .
The set of all bipolar soft set over U will be denoted by BSSU .

Definition 2.4 [33] Let (Ω1, ψ1, η) , (Ω2, ψ2, η) ∈ BSSU . Then (Ω,Ψ, η) is said to be a subset of (Ω2, ψ2, η) ,
denoted by (Ω1, ψ1, η) ⊑ (Ω2, ψ2, η) if
(1) Ω1(a) ⊆ Ω2(a) and
(2) ψ1(¬a) ⊇ ψ2(¬a) for each a ∈ η.

Definition 2.5 [33] Let (Ω,Ψ, η) ∈ BSSU . The complement of (Ω,Ψ, η) is denoted by (Ω,Ψ, η)c and is
defined by (Ω,Ψ, η)c = (Ωc,Ψc, A) , where Ωc(a)=Ψ(¬a) and Ψc(¬a)=Ω(a) for all a ∈ η.
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Definition 2.6 [33] Let (Ω,Ψ, η) ∈ BSSU . Then (Ω,Ψ, η) is said to be a universal bipolar soft set, denoted
by UA = (⨿,Φ, η) with the property that for each a ∈ η , ⨿(a) = U and Φ(¬a) = φ.

Definition 2.7 [33] Let (Ω,Ψ, η) ∈ BSSU . Then (Ω,Ψ, η) is said to be an empty bipolar soft set, denoted by
ΦA = (Φ,⨿, η) with the property that for each a ∈ η , Φ(a) = φ and ⨿(¬a) = U.

Definition 2.8 [55] Let (Ω,Ψ, η) ∈ BSSU . Then P = (U, (Ω,Ψ, η)) is said to be a bipolar soft approximations
space (BSA-space for short).

Definition 2.9 [55] Let (Ω,Ψ, η) ∈ BSSU . Then the mappings Ω : η −→ 2U and Ψ : ¬η −→ 2U are said to
be positive and negative soft sets of bipolar soft set (Ω,Ψ, η) , respectively.

From now onwards, the complement of X will be denoted by X̀.

Definition 2.10 [55] Let P = (U, (Ω,Ψ, η)) be a BSA-space. Then the soft approximation spaces represented
by P+ = (U,Ω) and P− = (U,Ψ) are said to be positive and negative soft approximations space of bipolar soft
set, respectively.

Definition 2.11 [55] Let (Ω,Ψ, η) ∈ BSSU and P = (U, (Ω,Ψ, η)) be a BSA-space. Then (Ω,Ψ, η) is said
to be a semiintersection bipolar soft set if Ω(ai) ∩Ψ(¬aj) = φ for all ai ∈ η , ¬aj ∈ ¬η.

Definition 2.12 [55] Let (Ω,Ψ, η) ∈ BSSU , P = (U, (Ω,Ψ, η)) be a BSA-space and X ⊆ U. Then,
SP+(X) = {u ∈ U : ∃a ∈ η such that u ∈ Ω(a) and Ω(a) ⊆ X}

SP−(X) = {u ∈ U : ∃¬a ∈ ¬η such that u ∈ Ψ(¬a) and Ψ(¬a) ∩ X́ ̸= 0}

SP+(X) = {u ∈ U : ∃a ∈ η such that u ∈ Ω(a) and Ω(a) ∩X ̸= 0}

SP−(X) = {u ∈ U : ∃¬a ∈ ¬η such that u ∈ Ψ(¬a) and Ψ(¬a) ⊆ X́}
are called soft P− lower positive approximation (SPL+−approximation), soft P− lower negative approximation
(SPL−−approximation) , soft P -upper positive approximation (SPU+−approximation) and soft P−upper
negative approximation (SPU approximation) of X , respectively.

Definition 2.13 [55] Let SP+(X), SP−(X), SP+(X) and SP−(X) be SPL+−approximation, SPL−− ap-
proximation, SPU+−approximation and SPU−−approximation of X , respectively. Then,

BSP (X) = (SP+(X), SP−(X)),

BSP (X) = (SP+(X), SP−(X))

are said to be bipolar soft rough approximation of X with respect to BSA-space P = (U, (Ω,Ψ, η)). More-
over, BSP (X) and BSP (X) are said to be bipolar soft P− lower approximation and bipolar soft P−upper
approximation of X , respectively.

Definition 2.14 [55] Let (Ω,Ψ, η) ∈ BSSU and P = (U, (Ω,Ψ, η)) be the corresponding BSA-space. Let
X ⊆ U . Then,

BPOSP (X) = (SP+(X), SP−(X))

BNEGP (X) = ((SP+(X))́, (SP−(X))́)
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BBNDP (X) = (SP+(X)\SP+(X), SP−(X)\SP−(X))

BµP (X) = (µ+
P (X), µ−

P (X)) where µ+
P (X) =

|SP+ (X)|
|SP+ (X)| and µ−

P (X) =
|SP− (X)|
|SP− (X)|

are said to be bipolar soft P positive region (BSP+−region), bipolar soft P -negative region (BSP−−region)
and bipolar soft P -boundary region (BSB -region)of X , respectively. If BSIP (X) = BSIP (X), X is said to
be bipolar soft P -definable; otherwise X is called bipolar soft P -rough set.

Definition 2.15 [55] Let (Ω,Ψ, η) ∈ BSU and P = (U, (Ω,Ψ, η)) be the corresponding BSA-space. Let
X ⊆ U . Then, X is said to be bipolar soft P -definable If
BSP (X) = BSP (X) ; otherwise X is called bipolar soft P -rough set.

Definition 2.16 [55] Let (Ω,Ψ, η) ∈ BSSU then (Ω,Ψ, η) is called full if
∪
a∈η

Ω(a) = U and
∪

¬a∈¬η
Ψ(¬a) = U.

Definition 2.17 Let (Ω,Ψ, η) be a full bipolar soft set over U , P = (U, (Ω,Ψ, η)) be the corresponding BSA-
space and X ⊆ U . Then,
(1) X is roughly bipolar soft P -definable if BSP (X) ̸= (φ,U) and BSP (X) ̸= (U,φ) .

(2) X is internally bipolar soft P -indefinable if BSP (X) = (φ,U) and BSP (X) ̸= (U,φ)

(3) X is externally bipolar soft P -indefinable if BSP (X) ̸= (φ,U) and BSP (X) = (U,φ).

(4) X is totally bipolar soft P -indefinable if BSP (X) = (φ,U) and BSP (X) = (U,φ).

Definition 2.18 [58] A nonempty collection I of subsets of a set X is said to be an ideal on X , if it satisfies
the following conditions
(1) A ∈ I and B ∈ I ⇒ A ∪B ∈ I;

(2) A ∈ I and B ⊆ A⇒ B ∈ I.

3. Topological bipolar soft sets and related concepts
In this section, the concept of topological bipolar soft sets is studied by combining a bipolar soft set with
topologies and their properties are investigated.

Definition 3.1 Let (Ω,Ψ, η) ∈ BSSU , then (Ω,Ψ, η) is called
(1) Topological if {(Ω(a),Ψ(¬a)) :a ∈ η, ¬a ∈ ¬η} is a topology on U × U.

(2) Keeping intersection if for each a, b ∈ η there exists c ∈ η such that
Ω(a) ∩ Ω(b) = Ω(c) and Ψ(¬a) ∪Ψ(¬b) = G(¬c).
(3) Keeping union if for each a, b ∈ η there exists c ∈ η such that Ω(a) ∪ Ω(b) = Ω(c) and Ψ(¬a) ∩ Ψ(¬b) =
Ψ(¬c).

Define two operations ⊔ and ⊓ on U × U by
(Ω(a),Ψ(¬a)) ⊓ (Ω(b),Ψ(¬b)) = (Ω(a) ∩ Ω(b),Ψ(¬a) ∪Ψ(¬b)) and
(Ω(a),Ψ(¬a)) ⊔ (Ω(b),Ψ(¬b)) = (Ω(a) ∪ Ω(b),Ψ(¬a) ∩Ψ(¬b)).

Proposition 3.2 Let (Ω,Ψ, η) ∈ BSSU . Then if (Ω,Ψ, η) is topological, then (Ω,Ψ, η) is full, keeping
intersection and keeping union.
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Proof Obvious.

Example 3.3 Let U = {h1, h2, h3, h4, h5}, η = {a1, a2, a3, a4} be the set of parameters and
¬η = {¬a1,¬a2,¬a3,¬a4}be the not set of parameters. Let (Ω,Ψ, η) ∈ BSS(U) given by Table 1.

Table 1.

(Ω,Ψ, η) a1 a2 a3 a4

h1 1 -1 1 -1
h2 1 1 1 -1
h3 -1 -1 1 -1
h4 1 1 1 -1
h5 0 0 1 -1

So (Ω,Ψ, η) is topological.

Example 3.4 Let U = {h1, h2, h3, h4, h5}, η = {a1, a2, a3, a4} be the set of parameters and
¬η = {¬a1,¬a2,¬a3,¬a4}be the not set of parameters. Let (Ω,Ψ, η) ∈ BSS(U) given by Table 2.

Table 2.

(Ω,Ψ, η) a1 a2 a3 a4

h1 -1 -1 -1 0
h2 1 1 0 1
h3 -1 -1 1 0
h4 1 1 0 0
h5 1 -1 -1 1

So (Ω,Ψ, η) is keeping intersection but not topological.

Proposition 3.5 Let η be a finite set. Let (Ω,Ψ, η) ∈ BSSU . If (Ω,Ψ, η) is topological, then (Ω,Ψ, η)c is
also topological.
Proof Let
τ = {(Ω(a),Ψ(¬a)) :a ∈ η} and ω = {(Ωc(a),Ψc(¬a)) :a ∈ η }.

Since (Ω,Ψ, η) is a topological bipolar soft set over U , then τ is a topology on U×U. Thus (Ω(a),Ψ(¬a)) =
(φ,U) for a ∈ η. So, (U,φ) = (φ,U)c = (Ωc(a),Ψc(¬a)). Therefore, (U,φ) ∈ ω. Similarly, (φ,U) ∈ ω.

For any (Ωc(a),Ψc(¬a)), (Ωc(b),Ψc(¬b)) ∈ ω,

(Ωc(a),Ψc(¬a)) ⊓ (Ωc(b),Ψc(¬b)) = (Ωc(a) ∩ Ωc(b),Ψc(¬a) ∪Ψc(¬b))
= ((Ω(a) ∪ Ω(b))c, (Ψ(¬a) ∩Ψ(¬b))c)

Since τ is a topology on U×U, then (Ω(a)∪Ω(b),Ψ(¬a)∩Ψ(¬b) = (Ω(c),Ψ(¬c)) for some c ∈ η. Hence,
(Ωc(a) ∩ Ωc(b),Ψc(¬a) ∪Ψc(¬b)) = (Ωc(c),Ψc(¬c)) ∈ ω.

Similarly, (Ωc(a),Ψc(¬a)) ⊔ (Ωc(b),Ψc(¬b)) ∈ ω.

Since η is a finite set, then ω is a topology on U × U. Thus, (Ω,Ψ, η)c is also a topological bipolar soft
set over U .
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Proposition 3.6 Let η and κ be two finite sets. Let (Ω1,Ψ1, η) and (Ω2,Ψ2, κ) be two topological bipolar soft
sets over U .
If τ ∧ ω = {(φ,U)} , then (Ω1,Ψ1, η) ∪ξ (Ω2,Ψ2, κ) is also a topological bipolar soft set over U , where
τ = {(Ω1(a),Ψ1(¬a)) :a ∈ η}, ω = {(Ω2(b),Ψ2(¬b)) :b ∈ κ}, τ ∧ ω = {W ∩ξ V :W ∈ τ and V ∈ ω}.

Proof Denote (λη×κ, µ¬η×¬κ) = (Ω1,Ψ1, η) ∪ξ (Ω2,Ψ2, κ), Λ = {(λ(a, b), µ(¬a,¬b)) : (a, b) ∈ η × κ}.
Since τ and ω are two topologies on U × U , then there exists a, c ∈ η and b, d ∈ κ such that

(Ω1(a),Ψ1(¬a)) ∪ (Ω2(b),Ψ2(¬b)) = (φ,U) and (Ω1(c),Ψ1(¬c)) ∪ (Ω2(d),Ψ2(¬d)) = (U,φ) .
So, (φ,U) = (Ω1(a) ∪ Ω2(b),Ψ1(¬a) ∩Ψ2(¬b)) = (λ(a, b), µ(¬a,¬b)) and
(U,φ) = (Ω1(c) ∪ Ω2(d),Ψ1(¬c) ∩Ψ2(¬d)) . Therefore, (φ,U) , (U,φ) ∈ Λ.

For any (a, b), (c, d) ∈ η × κ,

(λ(a, b), µ(¬a,¬b)) ⊔ (λ(c, d), µ(¬c,¬d)) = (λ(a, b) ∪ λ(c, d), µ(¬a,¬b) ∩ µ(¬c,¬d)).
λ(a, b) ∪ λ(c, d) = (Ω1(a) ∪ Ω1(c)) ∪ (Ω2(b) ∪ Ω2(d)) and
µ(¬a,¬b) ∩ µ(¬c,¬d) = (Ψ1(¬a) ∩Ψ1(¬c)) ∩ (Ψ2(¬b) ∩Ψ2(¬d)).

Since (Ω1,Ψ1, η) and (Ω2,Ψ2, κ) are topological bipolar soft sets over U , then
(Ω1,Ψ1, η) and (Ω2,Ψ2, κ) are keeping union.
Thus Ω1(a)∪Ω1(c) = Ω1(r) and Ψ1(¬a)∩Ψ1(¬c) = Ψ1(¬r) for some r ∈ η. Also, Ω2(b)∪Ω2(d) = Ω2(e) and
Ψ2(¬b) ∩Ψ2(¬d) = Ψ2(¬e) for some e ∈ κ . Then
(λ(a, b), µ(¬a,¬b)) ⊔ (λ(c, d), µ(¬c,¬d)) = (Ω1(r) ∪ Ω2(e),Ψ1(¬r) ∩Ψ2(¬e)

= (λ(r, e), µ(¬r,¬e)) ∈ Λ .
Also,

(λ(a, b), µ(¬a,¬b)) ⊓ (λ(c, d), µ(¬c,¬d)) = ((λ(a, b) ∩ λ(c, d), µ(¬a,¬b) ∪ µ(¬c,¬d)),
λ(a, b) ∩ λ(c, d) = (Ω1(a) ∪ Ω2(b)) ∩ (Ω1(c) ∪ Ω2(d)) =

(Ω1(a) ∩ Ω1(c)) ∪ (Ω2(b) ∩ Ω2(d)) ∪ (Ω1(a) ∩ Ω2(d)) ∪ (Ω2(b) ∩ Ω1(c)),

and µ(¬a,¬b) ∪ µ(¬c,¬d) =
(Ψ1(¬a) ∪Ψ1(¬c)) ∩ (Ψ2(¬b) ∪Ψ2(¬d)) ∩ (Ψ1(¬a) ∪Ψ2(¬d)) ∩ (Ψ2(¬b) ∪Ψ1(¬c)).

Since τ ∧ ω = {(φ,U)},then (Ω1(a) ∩ Ω2(d)) = (Ω2(b) ∩ Ω1(c)) = φ and
(Ψ1(¬a) ∪Ψ2(¬d)) = (Ψ2(¬b) ∪Ψ1(¬c)) = U.

Since (Ω1,Ψ1, η) and (Ω2,Ψ2, B) are keeping intersection, then (Ω1(a) ∩ Ω1(c)) = Ω1(s) and Ψ1(¬a) ∪
Ψ1(¬c) = Ψ1(¬s) for some s ∈ η. Also, Ω2(b) ∩Ω2(d) = Ω2(t) and Ψ2(¬b) ∪Ψ2(¬d) = Ψ2(¬t) for some t ∈ κ.

Hence,
(λ(a, b), µ(¬a,¬b)) ⊓ (λ(c, d), µ(¬c,¬d)) = (Ω1(s) ∪ Ω2(t),Ψ1(¬s) ∩Ψ2(¬t))

= (λ(r, e), µ(¬r,¬e)) ∈ Λ .
Since η × κ is a finite set, then Λ is a topology on U × U .

Hence, (Ω1,Ψ1, η) ∪ξ (Ω2,Ψ2, κ) is a topological bipolar soft set over U .
2

4. Bipolar soft rough topology
In this section, the topological structure of bipolar soft rough set is studied by defining the bipolar soft rough
topology. Also, some new results of bipolar soft rough topology related to bipolar soft rough closure and bipolar
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soft rough interior are presented.

Proposition 4.1 Let (Ω,Ψ, η) ∈ BSSU and I be an ideal on U and P = (U, (Ω,Ψ, η)) be the corresponding
BSA-space. Let X ⊆ U. Then, the collection τBSR(X) = {(U,φ), (φ,U), BSP (X), BSP (X), BBNDP (X)}
forms a topology on U × ¬U called the bipolar soft rough topology on (U,φ) w.r.t. X .

Example 4.2 Let U = {h1, h2, h3, h4, h5}, η = {a1, a2, a3} be the set of parameters and
¬η = {¬a1,¬a2,¬a3,¬a4}be the not set of parameters. Let (Ω,Ψ, η) ∈ BSS(U) given by Table 3.

Table 3.

(Ω,Ψ, η) a1 a2 a3

h1 1 1 0
h2 -1 0 1
h3 1 1 -1
h4 0 -1 1
h5 -1 1 0

Let X = {h2, h3, h4, h5} , then BSP (X) = ({h2, h4}, {h1, h3, h5}) , BSP (X) = (U,φ) and BBNDP (X) =

BSP (X) . So, τBSR(X) = {(U,φ), (φ,U), ({h2, h4}, {h1, h3, h5})}

Proposition 4.3 Let τBSR(X) be the bipolar soft rough topology on (U,φ) w.r.t X. Then the collection
βBSR = {(U,φ), (φ,U), BSP (X), BBNDP (X)} is a base for τBSR(X).

Proof (1) ⊔
G∈βBSR

G = (U,φ)

(2) Let (U,φ), BSP (X) ∈ βBSR. Then for each (x, y) ∈ (U,φ) ⊓BSP (X) = BSP (X) , we have
(x, y) ∈ BSP (X) ⊑ (U,φ) ⊓BSP (X). Similarly, if (U,φ), BBNDP (X) ∈ βBSR or BSP (X),

BBNDP (X) ∈ βBSR and for each (x, y) ∈ (U,φ)⊓BBNDP (X) or (x, y) ∈ BSP (X)⊓BBNDP (X), we have
(x, y) ∈ BBNDP (X) ⊑ (U,φ) ⊓ BBNDP (X) or (x, y) ∈ BSP (X) ⊑ BSP (X) ⊓ BBNDP (X) . Therefore,
βBSR is a base for τBSR(X). 2

Proposition 4.4 Let ((U,φ), τBSR(X)) , ((V, φ), τBSR(Y )) be bipolar soft rough topologies on (U,φ) and (V, φ)

w.r.t. X Y , respectively. If β1
BSR and β2

BSR are the base for τBSR(X) and τBSR(Y ) such that β1
BSR ⊑ β2

BSR.

Then τBSR(Y ) ⊑ τBSR(X).

Proof Obvious.

Proposition 4.5 Let ((U,φ), τBSR(X)) be a bipolar soft rough topological space. Then the collection τBSRA(X) =

{Bi ⊓ A : Bi ∈ τBSR(X)} is said to be bipolar soft rough subspace on (A,φ). Then ((A,φ), τBSRA) is called a
bipolar SR -subspace of ((U,φ), τBSR(X)).

Theorem 4.6 Let ((A,φ), τBSR(A)) be a bipolar SR -topological space If βBSR is a bipolar SR -basis for
τBSR(X) , then the collection βBSRB = {Ai ⊓ B : Ai ∈ βBSR} is a bipolar SR -basis for the bipolar SR -
subspace topology on (B,φ).

8
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Proof Consider C ∈ βBSR , by definition of bipolar SR -subspace topology, C = D ⊓B , where D ∈ τBSR.Since
D ∈ τBSR, then D = ⊔

Ai∈βBSR

Ai. Hence,

C = ( ⊔
Ai∈βBSR

Ai) ⊓B = ⊔
Ai∈βBSR

(Ai ⊓B).

Definition 4.7 Let ((U,φ), τBSR(X)) be bipolar soft rough topological space w.r.t. X ⊆ U. The bipolar soft
rough interior(SR− interior) of (B ,φ) is the union of all bipolar SR -open subsets of (B ,φ) and it is denoted
as IntBSR(B,φ).

Theorem 4.8 Let ((U,φ), τBSR(X)) be a bipolar soft rough topological space w.r.t. X ⊆ U,A and B are
bipolar soft rough sets over (U ,φ). Then

(1) IntBSR(B, B́) ⊑ (B, B́)

(2)IntBSR(φ,U) = (φ,U) and IntBSR(U,φ) = (U,φ)

(3) B is bipolar SR−open⇐⇒ IntBSR(B, B́) = (B, B́)

(4) IntBSR(IntBSR(B, B́)) = IntBSR(B, B́)

(5) A ⊑ B implies IntBSR(A, Á) ⊑ IntBSR(B, B́)

(6)IntBSR((A, Á) ⊔ (B, B́)) ⊑ IntBSR(A, Á) ⊔ IntBSR(B, B́)

(7) IntBSR((A, Á) ⊓ (B, B́)) = IntBSR(A, Á) ⊓ IntBSR(B, B́) .

Proof (1) and (2) are obvious.

(3) Suppose that IntBSR(B, B́) = (B, B́). Since IntBSR(B, B́) is bipolar SR -open, then (B, B́) is bipolar
SR−open. Conversely, if (B, B́) is bipolar SR -open, then the largest bipolar SR−open set that is contained
in (B, B́) is (B, B́) itself. Hence IntBSR(B, B́) = (B, B́).

(4) Since IntBSR(B, B́) is bipolar SR−open, then by part (3) we get IntBSR(IntBSR(B, B́)) = IntBSR(B, B́).

(5) Suppose that A ⊑ B . By (ii) IntBSR(A, Á) ⊑ (A, Á) and so IntBSR(A, Á) ⊑ (B, B́). Since IntBSR(A, Á)

is bipolar SR -open set contained by (B, B́), then IntBSR(A, Á) ⊑ IntBSR(B, B́).

(6) By using (2) IntBSR(A, Á) ⊑ (A, Á) and IntBSR(B, B́) ⊑ (B, B́). Then

IntBSR(A, Á) ⊔ IntBSR(B, B́) ⊑ (A, Á) ⊔ (B, B́) . Since, IntBSR(A, Á) ⊔ IntBSR(B, B́) is bipolar SR -open,
then IntBSR((A, Á) ⊔ (B, B́)) ⊑ IntBSR(A, Á) ⊔ IntBSR(B, B́).

(7) By using (2) IntBSR(A, Á) ⊒ (A, Á) and IntBSR(B, B́) ⊑ (B, B́). Then

IntBSR(A, Á) ⊓ IntBSR(B, B́) ⊑ (A, Á) ⊓ (B, B́) . Since IntBSR(A, Á) ⊓ IntBSR(B, B́) is bipolar SR -open,
then IntBSR(A, Á)⊓ IntBSR(B, B́) ⊑ IntBSR((A, Á)⊓ (B, B́)). Conversely, since (A, Á)⊓ (B, B́) ⊑ (A, Á) and
(A, Á) ⊓ (B, B́) ⊑ (B, B́),

then IntBSR((A, Á) ⊓ (B, B́)) ⊑ IntBSR(A, Á) and IntBSR((A, Á) ⊓ (B, B́)) ⊑ IntBSR(B, B́). Therefore,

IntBSR((A, Á) ⊓ (B, B́)) ⊑ IntBSR(A, Á) ⊓ IntBSR(B, B́). 2

9
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5. Bipolar soft ideal rough sets
5.1. Generalization of bipolar soft rough sets based on ideal
In this section, a new kind of bipolar soft rough sets based on ideal is presented. The fundamental properties
of the present method are studied and compared with the other ones [55].

Definition 5.1 Let (Ω,Ψ, η) ∈ BSSU , I be an ideal on U . The triple PI = (U, (Ω,Ψ, η), I) is called bipolar soft
ideal approximation space (BSIA-space for short) . For any X ⊆ U , the bipolar soft ideal rough approximations
(BSIR−approximations for short) of X with respect to PI are defined respectively as follows:

BSIP (X) = (SIP+(X), SIP−(X)),

BSIP (X) = (SIP+(X), SIP−(X)),

where
SIP+(X) = {u ∈ U : ∃a ∈ η such that u ∈ Ω(a) and Ω(a) ∩ X́ ∈ I},

SIP−(X) = {u ∈ U : ∃¬a ∈ ¬η such that u ∈ Ψ(¬a) and Ψ(¬a) ∩ X́ /∈ I},

SIP+(X) = {u ∈ U : ∃a ∈ η such that u ∈ Ω(a) and Ω(a) ∩X /∈ I},

SIP−(X) = {u ∈ U : ∃¬a ∈ ¬η such that u ∈ Ψ(¬a) andΨ(¬a) ∩X ∈ I}.
which are called the soft IP− lower positive approximation (SIPL+−approximation), soft IP− lower negative
approximation (SIPL−−approximation), soft IP−upper positive approximations (SIPU+−approximation)
and soft IP−upper negative approximation (SIPU−−approximation) of X , respectively.

Proposition 5.2 Let (Ω,Ψ, η) ∈ BSSU , I be an ideal on U and PI = (U, (Ω,Ψ, η), I) be the corresponding
BSIA-space. Then,

BSIP (X) = ( ∪
a∈η

{Ω(a) : Ω(a) ∩ X́ ∈ I}, ∪
¬a∈¬η

{Ψ(¬a) : Ψ(¬a) ∩ X́ /∈ I})

BSIP (X) = ( ∪
a∈η

{Ω(a) : Ω(a) ∩X /∈ I}, ∪
¬a∈¬η

{Ψ(¬a) : Ψ(¬a) ∩X ∈ I}) .

Proof Obvious. 2

Definition 5.3 Let (Ω,Ψ, η) ∈ BSSU , I be an ideal on U and PI = (U, (Ω,Ψ, η), I) be the corresponding
BSIA-space. Let X ⊆ U . Then X is said to be bipolar soft I -definable if BSIP (X) = BSIP (X) ; otherwise
X is called bipolar soft I -rough set.

Theorem 5.4 Let (Ω,Ψ, η) ∈ BSSU , I be an ideal on U and PI = (U, (Ω,Ψ, η), I) be the corresponding
BSIA-space. Let X ⊆ U , Ω(a) /∈ I and Ψ(¬a) /∈ I for every a ∈ η , then X is bipolar soft I -definable iff
SIP+(X) ∩ X́ ∈ I and SIP−(X) ∩X ∈ I .

Proof If X is bipolar soft I -definable. Then SIP+(X) = SIP+(X) . So SIP+(X) ∩ X́ ∈ I . In fact, if
SIP+(X) = φ , then SIP+(X) ∩ X́ = φ ∈ I. Assume that SIP+(X) ̸= φ and u ∈ SIP+(X). If u ∈ X, then
SIP+(X) ⊆ X and hence SIP+(X) ∩ X́ = φ ∈ I. If u /∈ X, then u ∈ X́ and ∃ a ∈ η s.t. u ∈ Ω(a) and
Ω(a) ∩ X́ ∈ I . Therefore u ∈ Ω(a) ∩ X́ ∈ I and hence {u} ∈ I. So, we prove that ∀ u ∈ SIP+(X), {u} ∈ I.

Hence, SIP+(X) = ∪u∈SIP+ (X){u} ∈ I and therefore, SIP+(X) ∩ X́ ∈ I . Since SIP+(X) = SIP+(X), then

SIP+(X) ∩ X́ ∈ I . The other part can be proved similarly.

10
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Conversely, assume that SIP+(X) ∩ X́ ∈ I and SIP−(X) ∩X ∈ I . Since Ω(a) /∈ I and Ψ(¬a) /∈ I for
every a ∈ η , then it is obvious that SIP+(X) ⊆ SIP+(X) and SIP−(X) ⊇ SIP−(X) . So, it sufficient to show
that SIP+(X) ⊇ SIP+(X) and SIP−(X) ⊆ SIP−(X) . Let u ∈ SIP+(X), then u ∈ Ω(a) and Ω(a) ∩X /∈ I

for some a ∈ η. From Proposition 5.2 and hypothesis, u ∈ Ω(a) ⊆ SIP+(X).

Since SIP+(X)∩ X́ ∈ I and Ω(a)∩ X́ ⊆ SIP+(X)∩ X́, then Ω(a)∩ X́ ∈ I and hence u ∈ SIP+(X). Also, let
u ∈ SIP−(X), then u ∈ Ψ(¬a) and Ψ(¬a) ∩ X́ /∈ I for some ¬a ∈ ¬η. From Proposition 5.2 and hypothesis,
u ∈ Ψ(¬a) ⊆ SIP−(X).

Since SIP−(X) ∩ X ∈ I and Ψ(¬a) ∩ X ⊆ SIP−(X) ∩ X, then Ψ(¬a) ∩ X ∈ I and hence u ∈ SIP−(X).

Consequently, SIP−(X) ⊆ SIP−(X).

2

Proposition 5.5 Let (Ω,Ψ, η) ∈ BSSU , I be an ideal on U and PI = (U, (Ω,Ψ, η), I) be the corresponding
BSIA-space. Let X ⊆ U , Ω(a) /∈ I and Ψ(¬a) /∈ I for every a ∈ η . If X ∩ (∪a∈ηΩ(a)∪ ∪¬a∈¬ηΨ(¬a)) ∈ I ,
then X is bipolar soft I -definable set.

Proof Since Ω(a) /∈ I and G(¬a) /∈ I for every a ∈ η, then SIP+(X) ⊆ SIP+(X) and SIP−(X) ⊇ SIP−(X).

Let X ⊆ U s.t. X ∩ (∪a∈ηΩ(a)∪ ∪¬a∈¬ηΨ(¬a)) ∈ I , then SIP+(X) = φ. In fact, assume that u ∈ SIP+(X),

then ∃ a ∈ η s.t. u ∈ Ω(a) and Ω(a) ∩X /∈ I.

Since Ω(a) ∩X ⊆ X ∩ (∪a∈ηΩ(a) ∪ ∪¬a∈¬ηΨ(¬a)) , then X ∩ (∪a∈ηΩ(a)∪ ∪¬a∈¬ηΨ(¬a)) /∈ I a contradiction.
So, SIP+(X) = φ and hence SIP+(X) ⊆ SIP+(X). Let u ∈ SIP−(X) , then ∃ ¬a ∈ ¬η s.t. u ∈ Ψ(¬a) and
Ψ(¬a) ∩ X́ /∈ I.

Since Ψ(¬a) ∩ X ⊆ X ∩ (∪a∈ηΩ(a) ∪ ∪¬a∈¬ηΨ(¬a)) ∈ I , then Ψ(¬a) ∩ X ∈ I. Hence u ∈ SIP−(X) and
therefore, SIP−(X) ⊆ SIP−(X).

2

Definition 5.6 Let (Ω,Ψ, η) ∈ BSSU , I, J be two ideals on U and PI = (U, (Ω,Ψ, η), I) be the corresponding
BSIA-space. Let X,Y ⊆ U . Then,
(1) BSIP (X) ⊑ BSIP (Y ) ⇐⇒ SIP+(X) ⊆ SIP+(Y ) and SIP−(X) ⊇ SIP−(Y )

(2) BSIP (X) ⊑ BSIP (Y ) ⇐⇒ SIP+(X) ⊆ SIP+(Y ) and SIP−(X) ⊇ SIP−(Y ) .
The following theorems study the main properties of the current approximations.

Theorem 5.7 Let (Ω,Ψ, η) ∈ BSSU , I, J be two ideals on U and PI = (U, (Ω,Ψ, η), I) be the corresponding
BSIA-space. Let X,Y ⊆ U . Then,
(1) SIP+(φ) = φ ̸= SIP+(φ)

(2) SIP+(U) ⊆ SIP+(U) = ∪
a∈η

Ω(a) ⊆ U

(3) If X ⊆ Y, then SIP+(X) ⊆ SIP+(Y ) and SIP+(X) ⊆ SIP+(Y )

(4) SIP+(X ∪ Y ) ⊇ SIP+(X) ∪ SIP+(Y )

(5) SIP+(X ∩ Y ) ⊆ SIP+(X) ∩ SIP+(Y )

(6) SIP+(X ∪ Y ) = SIP+(X) ∪ SIP+(Y )

11
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(7) SIP+(X ∩ Y ) ⊆ SIP+(X) ∩ SIP+(Y )

(8) I ⊆ J =⇒ SIP+(X) ⊆ SJP+(X)

(9) I ⊆ J =⇒ SIP+(X) ⊇ SJP+(X) .

Proof It is the same as the proof of Propositions 3.7 and 3.8 in [63]. 2

Theorem 5.8 Let (Ω,Ψ, η) ∈ BSSU , I, J be two ideals on U and PI = (U, (Ω,Ψ, η), I) be the corresponding
BSIA-space. Let X,Y ⊆ U . Then,
(1) SIP−(φ) ⊆ SIP−(φ) = ∪

¬a∈¬A
Ψ(¬a)

(2) SIP−(U) = φ ̸= SIP−(U)

(3) If X ⊆ Y, then SIP−(X) ⊆ SIP−(Y ) and SIP−(X) ⊆ SIP−(Y )

(4) SIP−(X ∪ Y ) ⊆ SIP−(X) ∩ SIP−(Y )

(5) SIP−(X ∩ Y ) = SIP−(X) ∪ SIP+(Y )

(6) SIP−(X ∪ Y ) = SIP−(X) ∩ SIP−(Y )

(7) SIP−(X ∩ Y ) ⊇ SIP+(X) ∪ SIP+(Y )

(8) I ⊆ J =⇒ SIP−(X) ⊆ SJP−(X)

(9) I ⊆ J =⇒ SIP−(X) ⊇ SJP−(X) .

Proof (1) According to the definition of SIPL−−approximation) and

SIPU−−approximation) of X . SIP−(φ) = ∪
¬a∈¬A

{Ψ(¬a) : Ψ(¬a) ∩ φ ∈ I} = ∪
¬a∈¬A

Ψ(¬a)

(2) SIP−(U) = ∪
¬a∈¬A

{Ψ(¬a) : Ψ(¬a) ∩ φ /∈ I}

= φ

̸= ∪
¬a∈¬A

{Ψ(¬a) : Ψ(¬a) ∩ U ∈ I})

= SIP−(U)

(3) Let u ∈ SIP−(Y ). Then, ∃ ¬a ∈ ¬η such that u ∈ Ψ(¬a) and Ψ(¬a) ∩ Ý /∈ I. Since X ⊆ Y and I is an
ideal, then Ψ(¬a) ∩ X́ /∈ I . Therefore, u ∈ SIP−(X) . Hence, SIP−(Y ) ⊆ SIP−(X). The other part can be
proved similarly.
(4) Immediately by part (3).
(5) SIP−(X ∩ Y ) ⊆ SIP−(X) ∪ SIP−(Y ) by part (3). Let u ∈ SIP−(X) ∪ SIP−(Y ). Then, u ∈ SIP−(X)

or u ∈ SIP−(Y ). If u ∈ SIP−(X) , then ∃ ¬a ∈ ¬η such that u ∈ Ψ(¬a) and Ψ(¬a) ∩ X́ /∈ I. Hence

Ψ(¬a) ∩ (X ∩ Y )́ = Ψ(¬a) ∩ (X́ ∪ Ý ) /∈ I. Thus, u ∈ SIP−(X ∩ Y ) . If u ∈ SIP−(Y ),then similarly
u ∈ SIP−(X ∩ Y ).

(6) and (7) Similar to 5.

(8) Let u ∈ SJP−(X), Then, ∃ ¬a ∈ ¬η such that u ∈ Ω(¬a) and Ω(¬a) ∩ X́ /∈ J. Since I ⊆ J , then
Ω(¬a)∩ X́ /∈ I. Therefore, u ∈ SIP−(X).Thus, SJP−(X) ⊆ SIP−(X). The other part can be proved similarly.
(9) Similar to (8).

2
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Definition 5.9 Let (Ω,Ψ, η) ∈ BSSU , I be an ideal on U and PI = (U, (Ω,Ψ, η), I) be the corresponding
BSIA-space. Then,
(1) (BSIP (X) ⊔BSIP (Y )) = (SIP+(X) ∪ SIP+(Y ) , SIP−(X) ∩ SIP−(Y ))

(2) (BSIP (X) ⊔BSIP (Y )) = (SIP+(X) ∪ SIP+(Y ) , SIP−(X) ∩ SIP−(Y )) .

Definition 5.10 Let (Ω,Ψ, η) ∈ BSSU , I be an ideal on U and PI = (U, (Ω,Ψ, η), I) be the corresponding
BSIA-space. Then,
(1) (BSIP (X) ⊓BSIP (Y )) = (SIP+(X) ∩ SIP+(Y ) , SIP−(X) ∪ SIP−(Y ))

(2) (BSIP (X) ⊓BSIP (Y )) = (SIP+(X) ∩ SIP+(Y ) , SIP−(X) ∪ SIP−(Y )) .

Theorem 5.11 Let (Ω,Ψ, η) ∈ BSSU , I, J be two ideals on U and PI = (U, (Ω,Ψ, η), I) be the corresponding
BSIA-space. Let X,Y ⊆ U . Then,
(1) BSIP (φ) ⊑ BSIP (φ)

(2) BSIP (U) = φ ̸= BSIP (U)

(3) If X ⊆ Y, then BSIP (Y ) ⊑ BSIP (X) and BSIP (Y ) ⊑ BSIP (X)

(4) BSIP (X ∪ Y ) ⊒ BSIP (X) ⊔BSIP (Y )

(5) BSIP (X ∩ Y ) ⊑ BSIP (X) ⊓BSIP (Y )

(6) BSIP (X ∪ Y ) = BSIP (X) ⊔BSIP (Y )

(7) BSIP (X ∩ Y ) ⊑ BSIP (X) ⊓BSIP (Y ) .

Proof (1) and (2) are obvious. (3) Assume that X ⊆ Y. Since SIP+(X) ⊆ SIP+(Y ) and SIP−(Y ) ⊆ SIP−(X)

by Theorems 5.7 and 5.8, then BSIP (Y ) ⊑ BSIP (X) by Definition 5.6. The other part can be proved similarly.
(4) Since SIP+(X ∪ Y ) ⊇ SIP+(X) ∪ SIP+(Y ) and SIP−(X ∪ Y ) ⊆ SIP−(X) ∩ SIP−(Y ) by Theorems

5.7 and 5.8, then
BSIP (X ∪ Y ) = (SIP+(X ∪ Y ), SIP−(X ∪ Y ))

⊒ (SIP+(X) ∪ SIP+(Y ), SIP−(X)∩ SIP−(Y ))

= (SIP+(X), SIP+(X))⊔ (SIP+(X), SIP+(X))

= BSIP (X) ⊔BSIP (Y ) .
The other parts can be proved similarly.
The following example shows that the inclusions in part 5 in Theorem 5.11 might be strict. 2

Example 5.12 Let U = {h1, h2, h3, h4, h5}, η = {a1, a2, a3, a4} be the set of parameters and
¬η = {¬a1,¬a2,¬a3,¬a4} be the not set of parameters. Let (Ω,Ψ, η) ∈ BSS(U) given by Table 4 and
I = {{h1}}.
Let X = {h1, h3} and Y = {h2, h4}. Then X ∩ Y = φ.

So, BSIP (X) = {{h1, h3}, {h1, h2, h3, h4}} and BSIP (Y ) = {{h1, h4}, {h2, h3}}.Thus, BSIP (X ∩ Y ) =

BSIP (φ) = φ and BSIP (X)⊓ BSIP (Y ) = {{h1}, {h1, h2, h3, h4}} ̸= BSIP (X ∩ Y ).

Proposition 5.13 Let (Ω,Ψ, η) be a full bipolar soft set over U , I be an ideal on U and PI = (U, (Ω,Ψ, η))

be the corresponding BSIA-space. Let X ⊆ U . Then,

13
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Table 4.

(Ω,Ψ, η) a1 a2 a3 a4

h1 1 -1 0 1
h2 -1 -1 1 -1
h3 -1 0 1 1
h4 1 -1 -1 0
h5 0 1 0 0

(1) X ∈ I =⇒ BSIP (X) = (φ,U)

(2) X́ ∈ I =⇒ BSIP (X) = (U,φ) .

Proof Straightforward. 2

Proposition 5.14 Let (Ω,Ψ, η) ∈ BSSU , I, J be two ideals on U . Let X ⊆ U . Then,
(1) I ⊆ J =⇒ BSIP (X) ⊑ BSJP (X)

(2) I ⊆ J =⇒ BSJP (X) ⊑ BSIP (X) .

Proof Follows immediately by Theorems 5.7 and 5.8 and Definition 5.6.
The following example shows that the inclusions in part 2 in Proposition 5.14 might be strict.

Example 5.15 Let U = {h1, h2, h3, h4, h5}, η = {a1, a2, a3, a4} be the set of parameters and
¬η = {¬a1,¬a2,¬a3,¬a4} be the not set of parameters. Let (Ω,Ψ, η) ∈ BSS(U) given in Example 5.13. If
I = {φ, {h1}} and J = {φ, {h4}}. Let X = {h1, h5} , then SIP+(X) = {h5} and SIP−(X) = {h1, h2, h3, h4}.
Therefore, BSIP (X) = {{h5}, {h1, h2, h3, h4}}.

Also, SJP+(X) = {h1, h3, h4,h5} and SIP−(X) = {h1, h2, h3, h4}.

Therefore, BSIP (X) = {{h1, h3, h4,h5}, {h1, h2, h3, h4}}. So, BSJP (X) ⊑ BSIP (X) but I ⫅̸ J.

Proposition 5.16 Let (Ω,Ψ, η) ∈ BSSU , I, J be two ideals on U . Let X ⊆ U . Then the following assertions
hold:
(1) S(I∩J)P+(X) = SIP+(X) ∪ SJP+(X)

(2) S(I∩J)P−(X) = SIP−(X)∩ SJP−(X)

(3) S(I∪J)P+(X) = SIP+(X) ∩ SJP+(X)

(4) S(I∪J)P−(X) = SIP−(X)∪ SJP−(X) .

Proof
(1) S(I∩J)P+(X) = ∪

a∈η
{Ω(a) : Ω(a) ∩X /∈ (I ∩ J)}

= ∪
a∈η

{Ω(a) : Ω(a) ∩X /∈ I}or ∪
a∈η

{Ω(a) : Ω(a) ∩X /∈ J}

= ∪
a∈η

{Ω(a) : Ω(a) ∩X /∈ I}∪ ∪
a∈η

{Ω(a) : Ω(a) ∩X /∈ J}

= SIP+(X) ∪ SJP+(X) .

14
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The other parts can be proved similarly.
2

Theorem 5.17 Let (Ω,Ψ, η) ∈ BSSU , I, J be two ideals on U Let X ⊆ U . Then,

(1) BS(I∩ J)P (X) = BSIP (X) ⊔BSJP (X)

(2) BS(I∪ J)P (X) = BSIP (X) ⊓BSJP (X) .

Proof (1) BS(I∩ J)P (X) = (S(I∩J)P+(X), S(I∩J)P−(X))

= (SIP+(X) ∪ SJP+(X), SIP−(X)∩ SJP−(X))

= (SIP+(X), SIP−(X))⊔ (SJP+(X), SJP−(X))

= BSIP (X) ⊔BSJP (X) .
(2) Similar to (1).

Remark 5.18 If I = 2U , then SIP+(X) = SIP−(X) = φ .

2

Definition 5.19 [64] Let (Ω, η) be a soft set over U . Then (Ω, η) is said to be an intersection complete soft
set
if for all a1, a2 ∈ η , ∃ a3 ∈ η such that Ω(a3) = Ω(a1) ∩ Ω(a2) whenever Ω(a1) ∩ Ω(a2) ̸= φ.

Proposition 5.20 Let (Ω, η) be an intersection complete soft set over U, I be an ideal on U and P = (U, (Ω, η))

be the corresponding soft approximation space. Then SIP+(X ∩ Y ) = SIP+(X) ∩ SIP+(Y ) for all X,Y ⊆ U.

Proof By Theorem 5.7, SIP+(X ∩Y ) ⊆ SIP+(X)∩SIP+(Y ). It is sufficient to prove the other inclusion. Let
u ∈ SIP+(X)∩SIP+(Y ) , then ∃ a1, a2 ∈ η such that u ∈ Ω(a1) , Ω(a1)∩X́ ∈ I , u ∈ Ω(a2) and Ω(a2)∩ Ý ∈ I.

By properties of ideal, (Ω(a1) ∩ X́) ∪ (Ω(a2) ∩ Ý ) ∈ I . Since (Ω, η) is an intersection complete soft set, then ∃
a3 ∈ η such that u ∈ Ω(a3) = Ω(a1) ∩ Ω(a2) and

Ω(a3)∩ (X ∩Y )́ = Ω(a3)∩ (X́ ∪ Ý ) ⊆ (Ω(a1)∩ X́)∪ (Ω(a2)∩ Ý ). So Ω(a3)∩ (X ∩Y )́ ∈ I by properties of ideal
and therefore u ∈ SIP+(X ∩ Y ).

2

Proposition 5.21 Let (Ω,Ψ, η) ∈ BSSU , I be an ideal on U and PI = (U, (Ω,Ψ, η), I) be the corresponding
BSIA-space. If Ω is an intersection complete soft set, then BSIP (X ∩ Y ) = BSIP (X) ⊓ BSIP (Y ) for all
X,Y ⊆ U.

Proof From [63] SIP+(X ∩ Y ) = SIP+(X) ∩ SIP+(Y ) . By Theorem 5.8,
SIP−(X ∩ Y ) = SIP−(X) ∪ SIP−(Y ) . Therefore BSIP (X ∩ Y ) = BSIP (X) ⊓BSIP (Y ) by Definition 5.10.

2

Definition 5.22 Let (Ω,Ψ, η) ∈ BSSU , I be an ideal on U and PI = (U, (Ω,Ψ, η), I) be the corresponding
BSIA-space. Let X ⊆ U . Then the complement of the bipolar soft ideal lower approximation and bipolar soft
ideal upper approximation of X are defined respectively by
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BSc
IP (X) = (SIP−(X), SIP+(X)),

BS
c

IP (X) = (SIP−(X), SIP+(X)) .

Proposition 5.23 Let (Ω,Ψ, η) ∈ BSSU , I be an ideal on U and PI = (U, (Ω,Ψ, η), I) be the corresponding
BSIA-space. Let X,Y ⊆ U. Then,
(1) (BSc

IP (X))c = BSIP (X)

(2) (BS
c

IP (X))c = BSIP (X)

(3) (BSIP (X) ⊔BSIP (Y ))c = BSc
IP (X) ⊓BSc

IP (Y )

(4) (BSIP (X) ⊔BSIP (Y ))c = BS
c

IP (X) ⊓BSc

IP (Y )

(5) (BSIP (X) ⊓BSIP (Y ))c = BSc
IP (X) ⊔BSc

IP (Y )

(6) (BSIP (X) ⊓BSIP (Y ))c = BS
c

IP (X) ⊔BSc

IP (Y )

(7) BSIP (X) ⊑ BSIP (Y ) ⇐⇒ BSc
IP (Y ) ⊑ BSc

IP (X)

(8) BSIP (X) ⊑ BSIP (Y ) ⇐⇒ BS
c

IP (Y ) ⊑ BS
c

IP (X) .

Proof Immediately by using Theorem 5.11 and Definition 5.22.

Proposition 5.24 Let (Ω,Ψ, η) be a semiintersection bipolar soft set over U , I be an ideal on U and
PI = (U, (Ω,Ψ, η), I) be the corresponding BSIA-space. Let X ⊆ U. Then,
(1) SIP+(X) ∩ SIP−(X) = φ

(2) SIP+(X) ∩ SIP−(X) = φ .

Proof Since (Ω,Ψ, η) is a semiintersection bipolar soft set over U , then

Ω(ai) ∩ Ψ(¬aj) = φ ∀ ai ∈ η and ¬aj ∈ ¬η. So it is clear that SIP+(X) ∩ SIP−(X) = φ and SIP+(X) ∩

SIP−(X) = φ.

2

The following theorem presents the relationships between the current approximation in Definition 5.1 and the
previous definition.

Theorem 5.25 Let (Ω,Ψ, η) ∈ BSSU , I be an ideal on U and PI = (U, (Ω,Ψ, η), I) be the corresponding
BSIA-space. Let X ⊆ U . Then,
(1) BSIP (X) ⊑ BSP (X)

(2) BSP (X) ⊑ BSIP (X)

(3) BPOSP (X) ⊑ BPOSIP (X) .

Proof Immediately from the definition.

Remark 5.26 (1) It is noted from Theorem 5.25 that the Definition 5.1 reduces the bipolar lower approximation
and increases bipolar lower approximation.
(2) If I = {φ} in Definition 5.1, then this approximations coincide with bipolar soft rough approximations in
[55]. So bipolar soft rough approximations [55] are a special case of these approximations.
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6. Another kind of bipolar soft ideal rough set

In this section, another kind of bipolar soft approximations based on ideal is introduced. Some of their properties
are studied and the relationship between these approximations and the previous approximations in Definition
5.1 is discussed. These approximations are more accurate than [55].

Definition 6.1 Let (Ω,Ψ, η) ∈ BSSU , I be an ideal on U and PI = (U, (Ω,Ψ, η), I) be the corresponding
BSIA-space. For any X ⊆ U , the bipolar soft∗ ideal rough approximations (BS∗IR− approximations for
short) of X with respect to PI are defined respectively as follows:

BS∗
IP (X) = (S∗

IP+(X), S∗
IP−(X)),

BS
∗
IP (X) = (S

∗
IP+(X), S

∗
IP−(X)),

where
S∗
IP+(X) = {u ∈ X : ∃a ∈ η such that u ∈ Ω(a) and Ω(a) ∩ X́ ∈ I},

S∗
IP−(X) = SIP−(X) ∪ X́,

S
∗
IP+(X) = SIP+(X) ∪X,

S
∗
IP−(X) = {u ∈ X́ : ∃¬a ∈ ¬A such that u ∈ Ψ(¬a) and Ψ(¬a) ∩X ∈ I},

which are called the soft∗ IP− lower positive approximation (S∗IPL+−approximation), soft∗ IP− lower
negative approximation (S∗IPL−−approximation), soft ∗ IP−upper positive approximations
(S∗IPU+−approximation) and soft∗ IP−upper negative approximations (S∗IPU−−approximation) of X ,
respectively.

Definition 6.2 Let (Ω,Ψ, η) ∈ BSSU , I be an ideal on U and PI = (U, (Ω,Ψ, η), I) be the corresponding
BSIA-space. Let X ⊆ U . Then X is said to be bipolar soft∗I -definable if BS∗

IP (X) = BS
∗
IP (X) ; otherwise

X is called bipolar soft∗I -rough set.
Moreover,

BPOS∗
IP (X) = (S∗

IP+(X), S
∗
IP−(X))

BNEG∗
IP (X) = ((S

∗
IP+(X))́, (S∗

IP−(X))́)

BBND∗
IP (X) = (S

∗
IP+(X)\S∗

IP+(X), S∗
IP−(X)\S∗

IP−(X))

Bµ∗
IP (X) = (µ+

IP (X), µ−
IP (X)) where µ+

IP (X) =
|S∗

IP+ (X)|
|S∗

IP+ (X)| and µ−
IP (X) =

|S∗
IP− (X)|

|S∗
IP− (X)|

are called bipolar soft∗IP−positive region (BS∗IP+ -region), bipolar soft∗ IP -negative region
(BS∗IP−−region), bipolar soft∗ IP -boundary region (BS∗IB−region) of X and measure of accuracy of
bipolar soft∗I -rough set with respect toX , respectively.

The following theorem presents the relationships between the current approximations in Definitions 5.1 and 6.1.

Theorem 6.3 Let (Ω,Ψ, η) ∈ BSSU such that (Ω,Ψ, η) and I be an ideal on U and PI = (U, (Ω,Ψ, η), I) be
the corresponding BSIA-space. Let X ⊆ U . Then
(1) BS∗

IP (X) ⊑ BSIP (X).

(2) BSIP (X) ⊑ BS
∗
IP (X).
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Proof Immediately.
The next theorem presents the relationships between the current approximation in Definition 6.1 and the

previous definition [55].

Theorem 6.4 Let (Ω,Ψ, η) ∈ BSSU such that (Ω,Ψ, η) is full , I be an ideal on U and PI = (U, (Ω,Ψ, η), I)

be the corresponding BSIA-space. Let X ⊆ U . Then,

(1) BSP (X) ⊑ BS∗
IP (X) ⊑ (X, X́) ⊑ BS

∗
IP (X) ⊑ BSP (X)

(2) BPOSP (X) ⊑ BPOS∗
IP (X)

(3) BBNDIP (X) ⊑ BBND∗
IP (X)

(4) BµP (X) ≤ Bµ∗
IP (X) .

Proof Immediately.

Corollary 6.5 Let (Ω,Ψ, η) ∈ BSSU such that (Ω,Ψ, η) is full, I be an ideal on U and PI = (U, (Ω,Ψ, η), I)

be the corresponding BSIA-space. Let X ⊆ U If X is a bipolar soft P -definable set, then it is a bipolar
soft∗I -definable set.

Proof Immediately.

Remark 6.6 The converse of the previous results is not true in general as illustrated in the following example.

Example 6.7 Let U = {h1, h2, h3, h4, h5}, A = {a1, a2, a3, a4} be the set of parameters and
¬A = {¬a1,¬a2,¬a3,¬a4}be the not set of parameters. Let (Ω,Ψ, η) ∈ BSS(U) given in Example 5.12 and
I = {{h1}}.
If X = {h1, h5} , then SP+(X) = {h5} and SP−(X) = {h1, h2, h3, h4}.

Thus BSP (X) = {{h5}, {h1, h2, h3, h4}} . Also we have SP+(X) = {h1, h3, h4, h5} and

SP−(X) = {h1, h2, h3, h4}. Therefore, BSP (X) = {{h1, h3, h4, h5}, {h1, h2, h3, h4}}. On the other hand
SIP+(X) = {h5} and SIP−(X) = {h5} .

Thus BS∗
IP (X) = {{h5}, {h1, h2, h3, h4}} . Also we have SIP+(X) = {h5} and

SIP−(X) = {h1, h2, h3, h4}. Therefore, BS∗
IP (X) = {{h5}, {h1, h2, h3, h4}}. So X is a bipolar soft∗I -definable

set but it is not a bipolar soft P -definable.

Remark 6.8 It is noted from Theorem 6.4 that the Definition 6.1 reduces the bipolar boundary region and
increases the bipolar accuracy measure of a set X by increasing the bipolar lower approximation and decreasing
the bipolar upper approximation with the comparison of the method in Definition 18 in [55]. So, the suggested
method is more accurate than [55] in decision making.

According to Theorem 6.4, the following important definition can be defined.

Definition 6.9 Let (Ω,Ψ, η) be a full bipolar soft set over U , I be an ideal on U and PI = (U, (Ω,Ψ, η), I)

be the corresponding BSIA-space. Let X ⊆ U . Then,

(1) X is roughly bipolar soft∗I -definable if BS∗
IP (X) ̸= (φ,U) and BS

∗
IP (X) ̸= (U,φ) .
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(2) X is internally bipolar soft∗I -indefinable if BS∗
IP (X) = (φ,U) and BS

∗
IP (X) ̸= (U,φ)

(3) X is externally bipolar soft∗I -indefinable if BS∗
IP (X) ̸= (φ,U) and BS

∗
IP (X) = (U,φ).

(4) X is totally bipolar soft∗I -indefinable if BS∗
IP (X) = (φ,U) and BS

∗
IP (X) = (U,φ).

Theorem 6.10 Let (Ω,Ψ, η) be a full bipolar soft set over U , I be an ideal on U and PI = (U, (Ω,Ψ, η), I)

be the corresponding BSIA-space Let X ⊆ U . Then,
(1) If X is roughly bipolar soft P -definable then X is roughly bipolar soft∗I -definable.
(2) If X is totally bipolar soft∗I -indefinable then X is totally bipolar soft P -indefinable.

Proof Immediately.

Remark 6.11 Theorem 6.10 identifies the difference between bipolar soft rough approximations [55] and bipolar
soft∗ ideal rough approximation (current method) This shows the importance of the current approach in defining
the sets. For example: if X is totally bipolar soft P -indefinable, then BSP (X) = (φ,U) and BSP (X) = (U,φ).

But, by using bipolar soft∗ ideal approximation, BS∗
IP (X) ̸= (φ,U) and BS

∗
IP (X) ̸= (U,φ) and then X can

be roughly bipolar soft∗ I -definable (Example 6.12 illustrates this fact).

Example 6.12 Let U = {h1, h2, h3, h4, h5}, η = {a1, a2, a3, a4} be the set of parameters and
¬η = {¬a1,¬a2,¬a3,¬a4} be the not set of parameters. Let (Ω,Ψ, η) ∈ BSS(U) given by Table 5 and
I = {φ, {h2}, {h4}, {h2, h4}} .

Table 5.

(Ω,Ψ, η) a1 a2 a3 a4

h1 1 -1 0 1
h2 1 -1 1 -1
h3 -1 1 -1 1
h4 -1 0 1 -1
h5 0 1 -1 0

If X = {h1, h4, h5} , thenSP+(X) = φ and SP−(X) = U. Thus BSP (X) = {φ,U} . Also we have
SP+(X) = U and SP−(X) = φ. Therefore, BSP (X) = {U,φ}. On the other hand S∗

IP+(X) = {h1, h4} and
S∗
IP−(X) = {h2, h3,h4} . Thus BS∗

IP (X) = {{h1, h4}, {h2, h3,h4}} .

Also we have S
∗
IP+(X) = {h1, h2, h3, h5} and S

∗
IP−(X) = {h1, h2, h4, h5}.

Therefore, BS∗
IP (X) = {{h1, h2, h3, h5}, {h1, h2, h4, h5}}. So, X is a totally bipolar soft P -indefinable set but

it is a roughly bipolar soft∗ I -definable.

7. Bipolar soft biideal approximation space

In this section, a new bipolar soft approximation space, called bipolar soft biideal approximation space, is
presented by using two ideals. This approximation is discussed by two different methods. Also, their properties
and the relationships between them are discussed.
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Definition 7.1 [65] Let I1, I2 be be two ideals on a nonempty set U . The smallest collection generating by
I1, I2 is denoted by ⟨I1, I2⟩ and defined as:

⟨I1, I2⟩ = {G ∪ F : G ∈ I1, F ∈ I2} .

Proposition 7.2 [65] If I1, I2 are two ideals on a nonempty set U and A,B ⊆ U . Then the collection ⟨I1, I2⟩
satisfied the following conditions:
(1) ⟨I1, I2⟩ ̸= φ

(2) A ∈ ⟨I1, I2⟩, B ⊆ A =⇒ B ∈ ⟨I1, I2⟩
(3) A,B ∈ ⟨I1, I2⟩ =⇒ A ∪B ∈ ⟨I1, I2⟩ .

Definition 7.3 Let (Ω,Ψ, η) ∈ BSSU and I1, I2 be two ideals on U . The quadruple P(I1,I2) = (U, (Ω,Ψ, η), I1, I2)

is said to be bipolar soft biideal approximation space (BSbIA-space for short) related to (U, (Ω,Ψ, η), I1, I2) .
For any X ⊆ U , the bipolar soft biideal soft approximations (BSbIR−approximations for short) of X with
respect P(I1,I2)are defined respectively as follows:

BS⟨I1,I2⟩P (X) = (S⟨I1,I2⟩P+(X), S⟨I1,I2⟩P−(X)),

BS⟨I1,I2⟩P (X) = (S⟨I1,I2⟩P+(X), S⟨I1,I2⟩P−(X)),

where
S⟨I1,I2⟩P+(X) = {u ∈ U : ∃a ∈ η such that u ∈ Ω(a) and Ω(a) ∩ X́ ∈ ⟨I1, I2⟩},

S⟨I1,I2⟩P−(X) = {u ∈ U : ∃¬a ∈ ¬η such that u ∈ Ψ(¬a) and Ψ(¬a) ∩ X́ /∈ ⟨I1, I2⟩},

S⟨I1,I2⟩P+(X) = {u ∈ U : ∃a ∈ η such that u ∈ Ω(a) and Ω(a) ∩X /∈ ⟨I1, I2⟩},

S⟨I1,I2⟩P−(X) = {u ∈ U : ∃¬a ∈ ¬η such that u ∈ Ψ(¬a) andΨ(¬a) ∩X ∈ ⟨I1, I2⟩}.

Remark 7.4 (1) The bipolar soft biideal lower and upper approximations in Definition 7.3 coincide with the
previous approximations in Definition 5.1 if I1 = I2.

Definition 7.5 Let (Ω,Ψ, η) ∈ BSSU , I1, I2 be two ideals on U and
P(I1,I2) = (U, (Ω,Ψ, η), I1, I2) be the corresponding BSbIA-space. For any X ⊆ U , the bipolar soft∗ biideal
rough approximations (BS∗bIR−approximations for short) of X with respect to P and I are defined respectively
as follows:

BS∗
⟨I1,I2⟩P (X) = (S∗

⟨I1,I2⟩P+(X), S∗
⟨I1,I2⟩P−(X)),

BS
∗
⟨I1,I2⟩P (X) = (S

∗
⟨I1,I2⟩P+(X), S

∗
⟨I1,I2⟩P−(X)),

where
S∗
⟨I1,I2⟩P+(X) = {u ∈ X : ∃a ∈ η such that u ∈ Ω(a) and Ω(a) ∩ X́ ∈ ⟨I1, I2⟩},

S∗
⟨I1,I2⟩P−(X) = S⟨I1,I2⟩P−(X) ∪ X́,

S
∗
⟨I1,I2⟩P+(X) = S⟨I1,I2⟩P+(X) ∪X,

S
∗
⟨I1,I2⟩P−(X) = {u ∈ X́ ∃¬a ∈ ¬η such that u ∈ Ψ(¬a) and Ψ(¬a) ∩X ∈ ⟨I1, I2⟩}.

Remark 7.6 The properties of the current approximations in Definition 7.5 are the same as the previous one
in Theorem 5.11.
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Definition 7.7 Let P(I1,I2) = (U, (Ω,Ψ, η), I1, I2) be BSbIA-space and X ⊆ U.

BS∗
{I1,I2}P (X) = BS∗

I1P
(X) ⊔BS∗

I2P
(X)

BS
∗
{I1,I2}P (X) = BS

∗
I1P (X) ⊓BS∗

I2P (X) .

Theorem 7.8 Let P(I1,I2) = (U, (Ω,Ψ, η), I1, I2) be BSbIA-space and X ⊆ U . Then,

(1) BS∗
{I1,I2}P (φ) ⊆ BS

∗
{I1,I2}P (φ)

(2) BS∗
{I1,I2}P (U) = φ ̸= BS

∗
{I1,I2}P (U)

(3) If X ⊆ Y, then BS∗
{I1,I2}P (X) ⊑ BS∗

{I1,I2}P (Y )

(4) BS∗
{I1,I2}P (X ∪ Y ) ⊒ BS∗

{I1,I2}P (X) ⊔BS∗
{I1,I2}P (Y )

(5) BS∗
{I1,I2}P (X ∩ Y ) ⊑ BS∗

{I1,I2}P (X) ⊓BS∗
{I1,I2}P (Y )

(6) BS∗
{I1,I2}P (X ∪ Y ) ⊒ BS

∗
{I1,I2}P (X) ⊔BS∗

{I1,I2}P (Y )

(7) BS∗
{I1,I2}P (X ∩ Y ) ⊑ BS

∗
{I1,I2}P (X) ⊓BS∗

{I1,I2}P (Y ) .

Proof Immediately by using Remark 7.6 and Definition 7.7.
The following example shows that the inclusion in part 6 cannot be replaced by equality relation.

Example 7.9 Let U = {h1, h2, h3, h4, h5}, η = {a1, a2, a3, a4} be the set of parameters and
¬η = {¬a1,¬a2,¬a3,¬a4}be the not set of parameters. Let (Ω,Ψ, η) ∈ BSS(U) given by Table 5 and
I1 = {φ, {h1}} I2 = {φ, {h5}}.

Let X = {h1} and Y = {h5}, X ∪ Y = {h1, h5}, So , BS∗
I1,P (X) = ({h1}, {h2, h3, h4, h5}) and BS

∗
I2,P (X) =

({h1, h2, h3}, {h2, h3, h4, h5}). Hence, BS∗
{I1,I2}P (X) = ({h1}, {h2, h3, h4, h5}) .

Also, BS∗
I1,P (Y ) = ({h3, h5}, {h1, h2, h3, h4}) and BS

∗
I2,P (Y ) = ({h5}, {h1, h2, h3, h4}).

Hence BS
∗
{I1,I2}P (Y ) = ({h5}, {h1, h2, h3, h4}). On the other hand

BS
∗
I1P (X ∪ Y ) = ({h1, h3, h5}, {h2, h3, h4}) and BS

∗
I2P (X ∪ Y ) = ({h1, h2, h3, h5}, {h2, h3, h4}).

So, BS∗
{I1,I2}P (X∪Y ) = ({h1, h3, h5}, {h2, h3, h4}) ̸= BS

∗
{I1,I2}P (X)⊔ BS

∗
{I1,I2}P (Y ) = ({h1, h5}, {h2, h3, h4}).

The following theorem studies the relationships between the two methods of the current approximations in
Definitions 7.5 and 7.7.

Theorem 7.10 Let P(I1,I2) = (U, (Ω,Ψ, η), I1, I2) be BSbIA-space and X ⊆ U . Then,

(1) BS∗
⟨I1,I2⟩P (X) ⊑ BS

∗
{I1,I2}P (X)

(2) BS∗
{I1,I2}P (X) ⊑ BS∗

⟨I1,I2⟩P (X)

(3) BBND⟨I1,I2⟩P (X) ⊑ BBND{I1,I2}P (X)

(4) Bµ{I1,I2}P (X) ⩽ Bµ<I1,I2>P (X) .

Proof (1) Let u ∈ S
∗
⟨I1,I2⟩P+(X), then either u ∈ X or ∃ a ∈ η s.t. u ∈ Ω(a) and Ω(a) ∩ X /∈ ⟨I1, I2⟩.

So, either u ∈ X or Ω(a) ∩ X /∈ I1 and Ω(a) ∩ X /∈ I2.Therefore u ∈ S
∗
I1P+(X) and u ∈ S

∗
I2P+(X).Thus

u ∈ S
∗
{I1,I2}P+(X) and hence S∗

⟨I1,I2⟩P+(X) ⊆ S
∗
{I1,I2}P+(X).
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Let u ∈ S
∗
{I1,I2}P−(X) = S

∗
I1P−(X) ∪ S∗

I2P−(X), then u ∈ S
∗
I1P−(X) or u ∈ S

∗
I2P−(X),then u ∈ X́ and ∃

¬a1 ∈ ¬η s.t. u ∈ Ψ(¬a1) and Ψ(¬a1) ∩X ∈ I1 or ∃ ¬a2 ∈ ¬η s.t. u ∈ Ψ(¬a2) and Ψ(¬a2) ∩X ∈ I2 . Since
I1, I2 ⊆ ⟨I1, I2⟩ , then u ∈ S

∗
⟨I1,I2⟩P−(X).

Hence S∗
{I1,I2}P−(X) ⊆ S

∗
⟨I1,I2⟩P−(X). Thus BS∗

⟨I1,I2⟩P (X) ⊑ BS
∗
{I1,I2}P (X).

(2) Similarly as (1).
(3) Immediately.
(4) Straightforward from part (1) and part (2).

2

Remark 7.11 It is noted from Theorem 7.10 that Definition 7.5 reduces the bipolar boundary region and
increases the bipolar accuracy measure of a set X by increasing the bipolar soft lower approximations and
decreasing the bipolar soft upper approximations via two ideals with the comparison of the method in Definition
7.7.

Proposition 7.12 Let P(I1,I2) = (U, (Ω,Ψ, η), I1, I2) be BSbIA-space and X ⊆ U . Then,

(1) BS∗
⟨I1,I2⟩P (X) ⊑ BS

∗
{I1,I2}P (X) ⊑ BS

∗
IiP (X), ∀i ∈ {1, 2}

(2) BS∗
IiP (X) ⊑ BS∗

{I1,I2}P (X) ⊑ BS∗
⟨I1,I2⟩P (X), ∀i ∈ {1, 2}

(3) BBND⟨I1,I2⟩P (X) ⊑ BBND{I1,I2}P (X) ⊑ BBNDIiP (X), ∀i ∈ {1, 2}

(4) BµIiP (X) ⪯ Bµ⟨I1,I2⟩P (X) ⪯ Bµ{I1,I2}P (X), ∀i ∈ {1, 2} .
Proof Sraightforward from Definition 7.7 and Theorem 7.10.

8. Bipolar soft ideal rough sets in multicriteria group decision making

8.1. First method
In this section, the use of BSIR -sets in object assessment and multicriteria group decision making is presented.

Let U = {u1, u2, u3, un} be a set of objects under observation, E be the set of parameters to
evaluate the the objects in U . Let η = {a1, a2, an} ⊆ ζ . Let (Ω,Ψ, η) be a bipolar soft set which represent
the information about objects. Consider a set of experts S = {D1, D2, .....Dn} who evaluate the objects to
identify the optimal solution and a bipolar soft set Θ = (θ+, θ−, S) based on the initial assessment derived by
experts and an ideal I . In order to obtain results bipolar SIR -approximations in the form of bipolar soft sets
Θ∗ = (θ+∗ , θ

−
∗ , S) and Θ∗ = (θ∗+, θ∗−, S) are computed. Following these bipolar soft sets define bipolar fuzzy

soft sets νΘ∗ , νΘ and νΘ∗ which describes the fuzziness of these bipolar soft sets. After then the negative and
positive choice values according to each object and the choice value of each object are calculated. Finally, the
optimal alternative having a maximum choice value can be selected.
Algorithm 1
(1) Start.
(2) Input the set of objects, set of criterions and the set of experts.
(3) Construct the bipolar soft set (Ω,Ψ, η) which describes the given data.
(4) Construct the bipolar soft set Θ = (θ+, θ−, S) and an ideal I which describes the initial assessment results
of the group of the analysis S .
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(5) Construct the BSIR -approximations in the form of bipolar soft sets Θ∗ = (θ+∗ , θ
−
∗ , S) and Θ∗ =

(θ∗+, θ∗−, S) .
(6) Define bipolar fuzzy sets νΘ∗ , νΘ and νΘ∗ corresponding to the bipolar soft sets Θ∗ = (θ+∗ , θ

−
∗ , S),

Θ = (θ+, θ−, S) and Θ∗ = (θ∗+, θ∗−, S) defined by

ν+Θ∗
(uk) =

1
m

m∑
j=1

Cθ+
∗ Di

(pk), ν
−
Θ∗

(uk) =
1
m

m∑
j=1

Cθ−
∗ Di

(pk),

ν+Θ∗(uk) =
1
m

m∑
j=1

Cθ∗+Di
(pk), ν

−
Θ∗(uk) =

1
m

m∑
j=1

Cθ∗−Di
(pk),

ν+Θ(uk) =
1
m

m∑
j=1

Cθ+Di
(pk) , ν−Θ (uk) =

1
m

m∑
j=1

Cθ−Di
(pk) .

(7) Compute the negative and positive choice values according to each object uk (denoted c+i (uk) and c−i (uk)),
where
c+i (uk) = ν+Θ∗+Θ+Θ∗(uk) = ν+Θ∗

(uk) + ν+Θ(uk) + ν+Θ∗(uk)− (ν+Θ∗
(uk)× ν+Θ(uk)× ν+Θ∗(uk)) and

c−i (uk) = ν−Θ∗+Θ+Θ∗(uk) = ν−Θ∗
(uk) + ν−Θ (uk) + ν−Θ∗(uk)− (ν−Θ∗

(uk)× ν−Θ (uk)× ν−Θ∗(uk)) .

(8) Compute the choice value of each object by ci(uk) = c+i (uk) + c−i (uk).

(9) Finally the object having a maximum choice value can be selected as an optimal solution.
(10) Stop.

Example 8.1 Suppose there is a set of experts (doctors) S = {D1, D2,D3}who want to evaluate some patients
for the prone of COVID-19 infection. Let U = {u1, u2, u3,.....u6} be the set of patients and η = {a1,a2,a3} be
the set of parameters (characteristics of patients), where a1 =obey the protective instructions, e2 =vaccinated
and e3 =comorbidity ”chronic illness”.

Step 3 Consider a semiintersection bipolar soft set (Ω,Ψ, η) which specify the characteristics of the
patients given in Table 6.

Table 6.

u(Ω,Ψ, η) a1 a2 a3 a4

u1 1 0 1 1
u2 1 1 0 1
u3 0 1 1 1
u4 -1 0 -1 0
u5 0 -1 -1 0
u6 0 -1 0 -1

Step 4 Let Xi be the initial assessment result of the doctors. This evaluation is represented by means of
bipolar soft set Θ = (θ+, θ−, S) whose tabular representation is given by Table 7.

From this bipolar soft set θ = (θ+, θ−, S) primary evaluations of experts are

X1 = θ+(D1) ∪ θ−(¬D1) = {u1, u3, u5}

X2 = θ+(D2) ∪ θ−(¬D2) = {u2, u4}

23



MUSTAFA/Turk J Math

Algorithm 1.

X3 = θ+(D3) ∪ θ−(¬D3) = {u1, u3, u6}

Let I = {φ, {u4},{u5},{u4,u5}} .

Step 5 Now, the following BSIR−approximations are computed as
θ+∗ (D1) = SIP+(X1) = {u1, u3} θ−∗ (D1) = SIP−(X1) = {u5, u6},

θ+∗ (D2) = SIP+(X2) = φ θ−∗ (D2) = SIP−(X2) = {u5, u6},
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Table 7.

(θ+, θ−, S) D1 D2 D3

u1 1 0 1
u2 0 1 0
u3 1 0 -1
u4 0 -1 0
u5 -1 0 0
u6 0 0 -1

θ+∗ (D3) = SIP+(X3) = {u1, u3} θ−∗ (D3) = SIP−(X3) = φ

and
θ∗+(D1) = SIP+(X1) = {u1, u2, u3} θ∗−(D1) = SIP−(X1) = {u4, u5, u6},

θ∗+(D2) = SIP+(X2) = {u1, u2, u3} θ∗−(D2) = SIP−(X2) = {u4, u5, u6},

θ∗+(D3) = SIP+(X3) = {u1, u2, u3} θ∗−(D3) = SIP−(X3) = {u4, u5} .
Step 6 Following these BSIR−approximations, define bipolar soft sets Θ∗ = (θ+∗ , θ

−
∗ , S) and Θ∗ =

(θ∗+, θ∗−, S) , where

θ+∗ (Di) = SIP+(Xi), θ
−
∗ (Di) = SIP−(Xi), and θ∗+(Di) = SIP+(Xi), θ

∗−(Di) = SIP−(Xi) . Tabular
representations of these bipolar soft sets are given in Tables 8 and 9.

Table 8.

(θ+∗ , θ
−
∗ , S) u1 u2 u3 u4 u5 u6

D1 1 0 1 0 -1 -1
D2 0 0 0 0 -1 -1
D3 1 0 1 0 0 0

Table 9.

(θ∗+, θ∗−, S) u1 u2 u3 u4 u5 u6

D1 1 1 1 -1 -1 -1
D2 1 1 1 -1 -1 -1
D3 1 1 1 -1 -1 0

Now, define bipolar fuzzy soft set νΘ∗(uk) = (ν+Θ∗
(uk), ν

−
Θ∗

(uk)) , νΘ∗(uk) = (ν+Θ∗(uk), ν
−
Θ∗(uk)) and νΘ(uk) =

(ν+Θ(uk), ν
−
Θ (uk)),where

ν+Θ∗
(uk) =

1
3

3∑
i=1

Cθ+
∗ Di

(pk), ν
−
Θ∗

(uk) =
1
3

3∑
i=1

Cθ−
∗ Di

(pk),

ν+Θ∗(uk) =
1
3

3∑
i=1

Cθ∗+Di
(pk), ν

−
Θ∗(uk) =

1
3

3∑
i=1

Cθ∗−Di
(pk), and

ν+Θ(uk) =
1
3

3∑
i=1

Cθ+Di
(pk) and ν−Θ (uk) =

1
3

3∑
i=1

Cθ−Di
(pk) .
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Hence,
νΘ∗(uk) = {(u1, 23 , 0), (u2,0, 0), (u3,

2
3 , 0), (u4,0, 0), (u5,0,

−2
3 ), (u6,, 0,

−2
3 )}

νΘ(uk) = {(u1, 23 , 0), (u2,
1
3 , 0), (u3,

1
3 ,

−1
3 ), (u4,0,

−1
3 ), (u5,0,

−1
3 ), (u6,0,

−1
3 )}

νΘ∗(uk) = {(u1,1, 0), (u2,1, 0), (u3,1, 0), (u4,0,−1), (u5,0,−1), (u6,0,
−2
3 )} .

Step 7 Calculate the negative and positive choice values according to each object uk (denoted c+i (uk) =

ν+Θ∗+Θ+Θ∗(uk) and c−i (uk) = ν−Θ∗+Θ+Θ∗(uk) as given in Table 10.

Table 10.

u1 u2 u3 u4 u5 u6

c+i
7
3

4
3 2 0 0 0

c−i 0 0 −1
3

−4
3 −2 −5

3

Step 8 Calculate the choice value of each object by ci(uk) = c+i (uk) + c−i (uk) as given in Table 11.

Table 11.

u1 u2 u3 u4 u5 u6

ci
7
3

4
3

5
3

−4
3 −2 −5

3

Step 9 All the alternatives can be arranged according to their choice values: The ranking of patients with
prone to COVID-19 infection from high priority to low priority is as follows:

u1 ≻ u3 ≻ u2 ≻ u4 ≻ u6 ≻ u5 .
Algorithm 2
(1) Start.
(2) Input the set of objects, set of criterions and the set of experts.
(3) Construct the bipolar soft set (Ω,Ψ, η) which describes the given data.
(4) Based on the initial assessment results of the group of the analysis S , construct a bipolar soft set and an
ideal I .
(5) Construct the BSIR−approximations in the form of bipolar soft sets Θ∗ = (θ+∗ , θ

−
∗ , S) and Θ∗ =

(θ∗+, θ∗−, S) .
(6) Find choice values for all selected bipolar soft sets Θ∗ = (θ+∗ , θ

−
∗ , S) and Θ∗ = (θ∗+, θ∗−, S) .

(7) Find the decision set by adding all the choice values of obtained bipolar soft sets.
(8) Input the weighting vector W = (ωL, ωM , ωH) and compute the weighted evaluation value for each object.
(9) Find the decision set by adding all the weighted values

∑
i ωi . Choose the object having a maximum value.

(10) Stop.

Example 8.2 Consider Example 8.1. First five steps are the same as done by Algorithm 1.
Step 6 Find choice value for all selected bipolar soft sets Θ∗ = (θ+∗ , θ

−
∗ , S),

Θ = (θ+, θ−, S) and Θ∗ = (θ∗+, θ∗−, S) which are given in Tables 12–14.
Step 7 Find the (final choice value) decision set by adding all the choice values of obtained bipolar soft sets
which are given in Table 15.
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Algorithm 2.

Steps 8 and9 Compute the weighted evaluation value for each object and find the decision set by adding all the
weighted values

∑
i ωi which are given in choice value table (Table 16). Choose the object having a maximum

value.
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Table 12.

(θ+,θ−, S) u1 u2 u3 u4 u5 u6

D1 1 0 1 0 -1 0
D2 0 1 0 -1 0 0
D3 1 0 1 0 0 -1
Choice values C1 2 1 2 -1 -1 -1

Table 13.

(θ+∗ ,θ
−
∗ , S) u1 u2 u3 u4 u5 u6

D1 1 0 1 0 -1 -1
D2 0 0 0 0 -1 -1
D3 1 0 1 0 0 0
Choice value C2 2 0 2 0 -2 -2

Table 14.

(θ∗+, θ∗−, S) u1 u2 u3 u4 u5 u6

D1 1 1 1 -1 -1 -1
D2 1 1 1 -1 -1 -1
D3 1 1 1 -1 -1 0
Choice value C3 3 3 3 -3 -3 -2

Table 15.

u1 u2 u3 u4 u5 u6

D1 2 0 2 0 −2 −2

D2 2 1 2 −1 −1 −1

D3 3 3 3 -3 -3 -2
Final choice value 7 4 7 -4 -6 -5

Table 16.

u1 u2 u3 u4 u5 u6

ω(o.2) 1.4 0.8 1 −0.8 −1.2 −1

ω(0.3) 2.1 1.2 1.5 −1.2 −1.8 −1.5

ω(0.5) 3.5 2 2.5 −2 −3 −2.5

FinalWC value 7 4 5 −4 −6 −5

The ranking of patients with prone to COVID-19 infection from high priority to low priority is as follows:
u1 ≻ u3 ≻ u2 ≻ u4 ≻ u6 ≻ u5 .
Thus, u1 is to be selected.
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8.2. Second method
Let U = {u1, u2, u3, un} be a set of objects under observation, E be the set of parameters to evaluate
the the objects in U . Let η = {a1, a2, an} ⊆ ζ . Consider a bipolar soft set (Ω,Ψ, η) which represents
the information about objects, a set of experts S = {D1, D2, .....Dn} who evaluate the objects to identify
the optimal solution and an ideal I . Based on the initial assessment by the experts, define bipolar soft sets
Θ = (ω+, ω−, S). Assume that Tj , j = 1, 2, ...r are bipolar soft sets , T2, .....Tr ∈ BSSU represented real results
that are previously obtained for same or similar problems in different times or different places.

Definition 8.3 Let BSITq
(Xi) = (SIT+

q
(Xi), SIT−

q
(Xi)), BSITq (Xi) = (SIT+

q
(Xi), SIT−

q
(Xi)) be bipolar soft

ideal lower and upper approximation of Xi, (i = 1, 2, ....n) related to Tq(q = 1, 2, ....r) . Then,

bI =



(
v1

+

1 ,v1+1
) (

v1
+

21 ,v1+2
)

......
(
v1

+

n ,v1+n
)(

v2
+

1 ,v2+1
) (

v2
+

2 ,v2+2
)

......
(
v2

+

n ,v2+n
)

(
vr

+

1 ,vr+1
) (

vr
+

2 ,vr+2
)

......
(
vr

+

n ,vr+n
)



b
I
=



(
v1

+

1 ,v1+1
) (

v1
+

2 ,v1+2
)

......
(
v1

+

n ,v1+n
)(

v2
+

1 ,v2+1
) (

v2
+

2 ,v2+2
)

......
(
v2

+

n ,v2+n
)

(
vr

+

1 ,vr+1
) (

vr
+

2 ,vr+2
)

......
(
vr

+

n ,vr+n
)


are called bipolar soft ideal lower and upper approximations matrices, respectively, and denoted by b and

b . Here

vq
+

j =
(
vq

j+

1j , vq
+

2j ,......vq
+

nj

)
vq

−

j =
(
vq

−

1j , v
q−

2j ,......vq
−

nj

)

vq
+

i =
(
vq

+

1i , v
q+

2i ,......vq
+

ni

)
vq

−

i =
(
vq

−

1i , v
q−

2i ,......vq
−

ni

)
,

where

vq
j+

ij =

{
1 vi ∈ SIT+

q
(Xj)

0 vi /∈ SIT+
q
(Xi)

, vq−ij =

{
1 vi ∈ SIT−

q
(Xi)

0 vi /∈ SIT+
q
(Xi)

and

vq
+

ij =

{
1 vi ∈ SIT+

q
(Xi)

0 vi /∈ SIT+
q
(Xi)

, vq−ij =

{
1 vi ∈ SIT−

q
(Xi)

0 vi /∈ SIT−
q
(Xi)

Definition 8.4 Let b, b be bipolar soft ideal lower and upper approximations matrices based on BSITq
(Xi) =

(SIT+
q
(Xi), SIT−

q
(Xi)), BSITq

(Xi) = (SIT+
q
(Xi), SIT−

q
(Xi)) for q = 1, , .....r and j = 1, 2, ...n. Bipolar soft ideal

lower approximation vector (denoted by vI ) and bipolar soft ideal upper approximation vector (denoted by vI )
are defined by, respectively,
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υI =

n∑
j=1

r∑
q=1

(υq
+

j ⊕ υq
−

j )υI

υI =

n∑
j=1

r∑
q=1

(υq
+

j + υq
−

j )υI .

Definition 8.5 Let vI , vI be bipolar soft ideal Tq− lower approximation vector and bipolar soft ideal Tq−upper
approximation vector, respectively. Vector summation vI ⊕ vI = (v1, v2,....vn) is called I -decision vector.

Definition 8.6 Let vI vI =(v1, v2,....vn) be the decision vector. Then each vi is called a weighted number of
ui ∈ U and ui is called an optimum element of U if its weighted number is maximum of vi for all i ∈ In.. If
there are more than one optimum elements of U , choose one of them.

Algorithm 3
(1) Start.
(2) Input the set of objects, set of criterions and the set of experts.
(3) Take primary evaluations X1, X2, ......Xn of experts D1, D2, .....Dn .
(4) Construct T1, T2, .....Tr of bipolar soft sets using real results.

(5) Compute BSITq
(Xi) and BSITq (Xi) for each q = 1, , .....r and i = 1, 2, ....n .

(6) Construct bipolar soft ideal lower and upper approximations matrices b and b .
(7) Compute vI ,and vI .
(8) Compute vI ⊕ vI .
(9) Find maxi∈Invi .
(10) Stop.

Example 8.7 Suppose there is a set of experts (doctors) S = {D1, D2,D3}who want to evaluate some patients
for the prone to COVID-19 infection. Let U = {u1, u2, u3,.....u6} be the set of patients and η = {a1,a2,a3} be
the set of parameters (characteristics of patients), where a1 =obey the protective instructions, e2 =vaccinated
and e3 =comorbidity ”chronic illness”. Consider a semiintersection bipolar soft set (Ω,Ψ, η) which specifies
the characteristics of the patients given in Table 6. Let U = {u1, u2, u3,.....u5} and A = {a1,a2,a3} .
Step 3: Primary evaluations of D1, D2, ......Xn are X1 = {u1, u2, , u3}, X2, = {u1, u3, , u5} and X3 =

{u2, u4, , u5}, respectively.
Step 4: Real results in different three periods are expressed as bipolar soft sets as follows:

T1 = {(a1, {u1}, {u3,u5}), (a2, {u1, u5}, {u3}), (a3, {u4, u5}, {u1,u3})}
T2 = {(a1, {u2}, {u1,u4}), (a2, {u2, u4}, {u5}), (a3, {u3, u4}, {u1,u5})}
T3 = {(a1, {u3,u5}, {u1, u2}), (a2, {u2}, {u4}), (a3, {u2, u5}, {u1,u3})} .

Step 5:
BSIT1

(X1) = ({u1, u2, u3,u4,u5}, {}), BSIT1
(X1) = ({u1, u2,u3,u4}, {u4})

BSIT1
(X2) = ({u1, u3,u4,u5}, {u1, u2}), BSIT1

(X2) = ({u1, u3,u4,u5}, {u2, u4})
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Algorithm 3.

BSIT1
(X3) = ({u2}, {u1, u2}), BSIT1(X3) = ({u2}, {u4})

BSIT2
(X1) = ({u2, u3,u4,u5}, {}), BSIT2

(X1) = ({u2,u3,u5}, {})

BSIT2
(X2) = ({u4}, {}), BSIT2

(X2) = ({u2, u3}, {})

31



MUSTAFA/Turk J Math

BSIT2
(X3) = ({u2, u4, u5}, {u1, u3, u5}), BSIT2(X3) = ({u2,u3,u5}, {u1, u3,u5})

BSIT3
(X1) = ({u1, u2, u4,u5}, {}), BSIT3

(X1) = ({u1, u2,u4,u5}, {})

BSIT3
(X2) = ({u1, u5}, {u2, u3}), BSIT3(X2) = ({u1, u5}, {})

BSIT3
(X3) = ({u4, u5}, {u1, u2, u3}), BSIT3

(X3) = ({u2, u4}, {u1, u3}) .

Step 6: Bipolar soft ideal lower and upper approximations matrices b and b .
For simplicity, let

a0 = (0, 0, 0, 0, 0), a1 = (0, 0, 0,−1, 0), a3 = (
−1

2
,
−1

2
, 0, 0, 0)

a4 = (0,−1, 0,−1, 0), a5 = (
−1

2
,
−1

2
, 0, 0, 0), a6 = (

−1

2
, 0,

−1

2
, 0,

−1

2
)

a7 = (−1, 0,−1, 0,−1)

bI =

 {(1, 1, 1, 1, 1) , a0} {(1, 0, 1, 1, 1) , a3} {(0, 1, 0, 0, 0), a5}
{(0, 1, 1, 1, 1) , a0} {(0, 0, 0, 1, 0) , a0} {(0, 1, 0, 1, 1) , a6}
{(0, 1, 1, 0, 1) , a0} {(0, 1, 1, 0, 0) , a0} {(0, 1, 1, 0, 1) , a6}



b
I
=

 {
(
1
2 ,

1
2 ,

1
2 ,

1
2 , 1

)
, a1} {

(
1
2 , 0,

1
2 ,

1
2 ,

1
2

)
, a4} {(0, 12 , 0, 0, 0), a1}

{
(
0, 12 ,

1
2 ,

1
2 ,

1
2

)
, a0} {

(
0, 0, 0, 12 , 0

)
, a0} {

(
0, 12 , 0,

1
2 ,

1
2

)
, a7}

{
(
0, 12 ,

1
2 , 0,

1
2

)
, a0} {

(
0, 12 ,

1
2 , 0, 0

)
, a0} {

(
0, 12 ,

1
2 , 0,

1
2

)
, a7}


Step 7: Therefore, vI = (4, 5, 52 , 5,

7
2 ) and vI = (0, 0, 12 ,

−1
2 ,

1
2 ) .

Step 8: Decision vector is vI vI = (4, 5, 3, 4.5, 4) .
Step 9: max i∈Invi = v2 = 5.So, optimum element is v2.

9. Conclusion
Ideal is an important concept in topological spaces and plays an important role in the study of topological
problems. This paper can be considered a modification and generalization of bipolar soft rough set model. New
approximations called bipolar soft ideal rough approximations have been introduced and their properties have
been studied. Comparisons among these approaches and previous ones have been discussed. In Section 7, two
different methods of bipolar approximation spaces based on two ideals in Definitions 7.3 and 7.5 are introduced.
Also, the comparisons between these methods are investigated. This method can be extended similarly by using
n-ideals. Finally, an application in multicriteria group decision making by using two methods to present the
importance of our approximations have been presented and three algorithms for obtaining an optimal choice by
using bipolar soft ideal rough sets have been proposed.

Merits and future directions of the proposed study are listed as follows:
(1) According to this study, in ”Theorem 6.4 and its Corollary 6.5” the suggested method is more accurate

than bipolar soft rough approximations in decision making by increasing the bipolar soft accuracy measure and
reducing the bipolar soft boundary region of the sets. Therefore, these methods are very useful in real life
applications.

(2) According to this study, in ”Theorem 6.10” the suggested method is very important in defining the
sets by introducing a complete new range of bipolar soft ideal approximation spaces. For example: if X is
totally bipolar soft P -indefinable, then BSP (X) = (φ,U) and BSP (X) = (U,φ). But, by using bipolar soft∗
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ideal approximation, BS∗
IP (X) ̸= (φ,U) and BS

∗
IP (X) ̸= (U,φ) and then X can be roughly bipolar soft∗

I -definable.
(3) Introducing a new kind of bipolar soft rough set based on n-ideals.
(4) The bipolar soft biideal rough sets represent two opinions instead of one opinion.
(5) These approaches are the best tool in decision making about the infection of COVID-19 by using

bipolar information (positive and negative) and an ideal. Bipolar soft ideal rough sets are used to find the
patients which will be prone to COVID-19.

(6) In our future work we shall extend this work to some new models like bipolar neutrosophic soft rough
sets, fuzzy soft rough sets and bipolar soft rough graph.
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