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Abstract: In this paper, we study a second order rational difference equation. We analyze the stability of the unique
positive equilibrium of the equation and prove the existence of a Neimark-Sacker bifurcation, validating our theoretical
analysis via a numerical exploration of the system.
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1. Introduction
Nonlinear systems of difference equations have applications in the study of systems in which the (k + 1) state
depends on the previous k states. These type of equations appears in the modeling of multiple phenomena in
biology, ecology, physics, economics, etc. [3, 6, 9, 12–14]. This is the reason why, recently, many scientists have
devoted their work to the study of the theory of difference equations [1, 19], the boundedness, the periodicity,
the global asymptotic stability of their solutions and the existence of bifurcations. A bifurcation occurs when a
small smooth variation made to the parameters of a system causes a sudden qualitative change in its behavior.
In a Neimark–Sacker bifurcation, a closed invariant curve emerges from a fixed point in discrete dynamical
systems when the fixed point changes its stability through a pair of complex eigenvalues with unit modulus
[8–11, 16]. The bifurcation can be supercritical or subcritical, resulting in a stable or unstable closed invariant
curve, respectively. Recently, many authors have focused their efforts on the study of the existence of this
bifurcation in many difference equations. Thus, DeVault et al. [5] consider the difference equation

xn+1 = p+
xn−k

xn
,

where n ∈ N0 , k ∈ N2 , p > 0 , and the initial conditions x−k, . . . , x0 > 0 , and perform a detailed analysis of
the boundedness and the stability of its solutions. Saleh and coworkers [17] analyze the same equation, showing
that each positive solution of the equation is globally asymptotically stable. They also analyze some properties
concerning the semicycles of that equation. Tasdemir [18] studies a similar equation, given by

xn+1 = p+ q
xn

x2
n−m

,

where p, q > 0 , n ∈ N0 , and m ∈ N2 . In his work, the author studies the boundedness of the solutions to
the equation, their periodicity and their global stability. Beso et al. [3] show that the equation introduced by
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Tasdemir presents a Neimark–Sacker bifurcation, giving an asymptotic approximation of the invariant curve
in the vicinity of the equilibrium point. He and Qiu [7] also investigate the existence of a Neimark–Sacker
bifurcation in a difference equation of the type

xn+1 =
βxn + αxn−2

1 + xn−1
, (1.1)

where α, β > 0 and the initial conditions x−2, x−1, x0 ∈ R+
0 .

In a recent paper, Berkal and Navarro [2] carry out a qualitative analysis of the system defined by

xn+1 =
(1 + ha)xn

1 + hbxn + hyn
, yn+1 =

yn(1 + hcxn)

1 + h
, (1.2)

being h, a, b, c > 0 . The authors prove the existence of a Neimark–Sacker bifurcation.
Here, we have used the following notations: N for the set of natural numbers, Nν for the set {n ∈ Z :

n ≥ ν} , R+
0 for {x ∈ R : x ≥ 0} , and R+ for {x ∈ R : x > 0} .

The studies cited above have led us to analyze in this paper the qualitative behavior of the rational
difference equation of second order given by

Xn+1 = A+B
Xm

n

Xm+1
n−1

, m ≥ 1 , (1.3)

where A,B and the initial conditions x−1 , x0 are positive real numbers. In order to carry out this qualitative
study, we introduce the change of variable

xn =
Xn

A
, (1.4)

which transforms Eq. (1.3) into

xn+1 = 1 + p
xm
n

xm+1
n−1

, m ≥ 1 . (1.5)

Note that this equation has a unique positive equilibrium, given by

x̄ =
1 +

√
1 + 4p

2
.

In Section 2, we calculate the positive equilibrium of Eq. (1.5) and determine its stability. Section 3 is devoted
to the study of the existence of a Neimark–Sacker bifurcation. Finally, in Section 4, we perform a numerical
exploration of a particular case of Eq. (1.5) in order to illustrate the theoretical results.

2. Stability analysis

In this section, we perform a local stability analysis of the positive equilibrium of Eq. (1.5). In order to discuss
the stability of the equilibrium, we use the following Lemma [12]:

Lemma 2.1 Let ρ(λ) = λ2 − Cλ+D , ρ(1) > 0 , and λ1 , λ2 be the roots of ρ(λ) = 0 . Then:

1. | λ1 |< 1 and | λ2 |< 1 if and only if ρ(−1) > 0 and ρ(0) < 1 .
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2. | λ1 |< 1 and | λ2 |> 1 , or | λ1 |> 1 and | λ2 |< 1 if and only if ρ(−1) < 0 .

3. | λ1 |> 1 and | λ2 |> 1 if and only if ρ(−1) > 0 and ρ(0) > 1 .

4. λ1 = −1 and | λ2 |̸= 1 if and only if ρ(−1) = 0 and ρ(0) ̸= ±1 .

5. λ1 and λ2 are complex conjugates, with | λ1 |=| λ2 |= 1 if and only if | C |< 2 and ρ(0) = 1 .

Let us start this analysis by converting Eq. (1.5) into a two dimensional system. To this end, we define
yn = xn−1 , so that Eq. (1.5) adopts the following form,

xn+1 = 1 + p
xm
n

ym+1
n−1

,

yn+1 = xn . (2.1)

Eq. (2.1) has a positive fixed point, given by E = (x̄, x̄) . In order to discuss the linear stability of E , we
determine the Jacobian matrix of this system evaluated at this equilibrium:

J(x, y) =

 mp
xm−1

ym+1
−(m+ 1)p

xm

ym+2

1 0

 . (2.2)

The evaluation of this matrix at the equilibrium

E =

(
1 +

√
1 + 4p

2
,
1 +

√
1 + 4p

2

)
results

J(x̄, x̄) =

 mp

x̄2

−(m+ 1)p

x̄2

1 0

 , (2.3)

with characteristic polynomial

ρ(λ) = λ2 − mp

x̄2
λ+

(m+ 1)p

x̄2
. (2.4)

Lemma 2.2 System (2.1) has a unique positive equilibrium point,

E =

(
1 +

√
1 + 4p

2
,
1 +

√
1 + 4p

2

)
and

1. E is locally asymptotically stable (stable sink) if

p <
m+ 1

m2
.

2. E is unstable (source) if

p >
m+ 1

m2
.
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3. The roots of equation ρ(λ) = 0 are complex numbers with modulus one if

C < 2

and

p =
m+ 1

m2
.

Proof From Eq. (2.3), it follows that

ρ(0) =
(m+ 1)p

x̄2
> 0 , ρ(1) = 1 +

p

x̄2
> 0

and

ρ(−1) = 1 +
(2m+ 1)p

x̄2
> 1 .

Taking into account that

x̄ =
1 +

√
1 + 4p

2
,

we can express ρ(−1) and ρ(0) as

ρ(−1) = 4p(m+ 1) +
√

1 + 4p+ 1 , ρ(0) = p+ 1− m+ 1

m2
.

Moreover, | C |< 2 because
m+ 1

m+ 1 +

(
1 +

2

m
+m

√
1 +

4(m+ 1)

m2

) < 1 ,

where p =
m+ 1

m2
and, then, the application of Lemma 2.1 concludes the proof. 2

3. Neimark-Sacker bifurcation
In this section, we study the existence of a Neimark-Sacker bifurcation in Eq. (2.1). A Neimark-Sacker
bifurcation occurs when a closed invariant curve emerges from an equilibrium point in a discrete dynamical
system and, then, the stability of the equilibrium changes via a pair of complex eigenvalues with unit modulus
[9–11, 16].

First of all, we should remark that the roots of (2.4) are conjugate complex numbers if and only if

p =
m+ 1

m2
. (3.1)

Let us define then Ns as the set of parameters of Eq. (2.1) satisfying the condition (3.1),

Ns =

{
m ∈ R+ : p =

m+ 1

m2

}
.
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The change of variable defined by
un = xn − x̄ , vn = yn − x̄ ,

transforms the system (2.1) into

un+1 = 1 + p
(un + x̄)m

(vn−1 + x̄)m+1
− x̄ ,

vn+1 = un . (3.2)

For any p ∈ Ns , we define the function

F (u, v) →

 1 + p
(u+ x̄)m

(v + x̄)m+1
− x̄

u

 , (3.3)

where p =
m+ 1

m2
. The origin is the unique fixed point of F (u, v) , and the Jacobian matrix of F (u, v) evaluated

at (0, 0) is given by

JF (0, 0) =

 mp

x̄2

−(m+ 1)p

x̄2

1 0

 .

The eigenvalues of JF (0, 0) are λ(p,m) = α(p,m) + iβ(p,m) and λ̄(p,m) = α(p,m)− iβ(p,m) , being

α(p,m) =
mp

(1 + 2p+
√
1 + 4p)

and

β(p,m) =

√
m2p2 − 2p(m+ 1)(1 + 2p+

√
1 + 4p)

(1 + 2p+
√
1 + 4p)

.

If we assume that F has the following form near the origin,

F (p, u, v) =

 mp

x̄2

−(m+ 1)p

x̄2

1 0

( u
v

)
+

(
f1(p, u, v)
f2(p, u, v)

)
, (3.4)

then  1 + p
(u+ x̄)m

(v + x̄)m+1
− x̄

u

 = F (p, u, v) , (3.5)

from which

f1(p, u, v) = 1 + p
(u+ x̄)m

(v + x̄)m+1
− x̄− mp

x̄2
u+

−(m+ 1)p

x̄2
v

and
f2(p, u, v) = 0 .
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Let p0 be

p0 =
m+ 1

m2
.

For p = p0 , it is easy to see that x̄ =
m+ 1

m
and

JF (0, 0) = J0 =

( m

m+ 1
−1

1 0

)
.

The eigenvalues of J0 are

λ(m), λ̄(m) =
m± i

√
3m2 + 8m+ 4

2(m+ 1)
, (3.6)

and their corresponding eigenvectors can be written as

µ(m), µ̄(m) =

(
m∓ i

√
3m2 + 8m+ 4

2(m+ 1)
, 1

)
.

Taking into account Eq. (3.6), one can easily check that | λ(m) |= 1 and

λ2(m) =
−(m2 + 4m+ 2) + i

√
3m2 + 8m+ 4

2(m+ 1)2
,

λ3(m) = − (m3 + 7m2 + 10m+ 4) + i(m2 + 3m+ 2)
√
3m2 + 8m+ 4

4(m+ 1)3
,

λ4(m) =
(m4 + 5m3 + 12m2 + 12m+ 4)− i(m3 + 5m2 + 6m+ 2)

√
3m2 + 8m+ 4

4(m+ 1)3
,

from which follows that λk(m) ̸= 1 for any k = 1, 2, 3, 4 .

For p = p0 and x̄ =
m+ 1

m
, (3.5) adopts the form

F (u, v) =

( m

m+ 1
−1

1 0

)(
u
v

)
+

(
g1(u, v)
g2(u, v)

)
,

where

g1(u, v) = f1(p, u, v) =
(m+ 1)(u+ m+1

m )m

m2(v + m+1
m )m+1

− 1

m
− m

(m+ 1)
u+ v

and
g2(u, v) = f2(p, u, v) = 0 .

Hence, (for p = p0 ), (3.2) is equivalent to

(
un+1

vn+1

)
=

 m

m+ 1
−1

1 0

( un

vn

)
+

(
g1(u, v)
g2(u, v)

)
.
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Let (
un

vn

)
= T

(
ξn
ηn

)
,

where

T =

 −1 0

−m

2(m+ 1)

−
√
3m2 + 8m+ 4

2(m+ 1)


and

T−1 =

 −1 0

−m√
3m2 + 8m+ 4

−2(m+ 1)√
3m2 + 8m+ 4

 .

Using this transformation, the normal form of (3.2) is computed as

(
ξn+1

ηn+1

)
=


m

2(m+ 1)
−
√
3m2+8m+4
2(m+1)

5m2 + 8m+ 4

2(m+ 1)
√
3m2 + 8m+ 4

−2m

2(m+ 1)


(

ξn

ηn

)
+ T−1G

(
T

(
ξn

ηn

))
,

where

G

(
u

v

)
=

(
g1(u, v)

g2(u, v)

)
.

Let

H

(
u

v

)
=

(
h1(u, v)

h2(u, v)

)
= T−1G

(
T

(
u

v

))
.

After some calculations, we obtain that

h1(u, v) =
m+ 1

m2
Π(u, v) +

1

m
− m

2(m+ 1)
u−

√
3m2 + 8m+ 4

2(m+ 1)
v ,

being

Π(u, v) = −
(
m+ 1

m
− u

)m
(
m+ 1

m
− m

2(m+ 1)
u−

√
3m2 + 8m+ 4

2(m+ 1)
v

)−(m+1)

,

and

h2(u, v) =
−m√

3m2 + 8m+ 4
h1(u, v) .

Next, in order to determine the direction of the appearance of the invariant curve in a system exhibiting a

Neimark–Sacker bifurcation, we consider the first Lyapunov coefficients at the point (u, v, p0) =

(
0, 0,

m+ 1

m

)
,

given by

L(m) =

(
Re(λ̄(m)ξ21)−Re

(
(1− 2λ(m))λ̄(m)2

1− λ(m)
ξ20ξ11

)
− 1

2
| ξ11 |2 − | ξ02 |2

)
,
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where

λ(m) =
m+ i

√
3m2 + 8m+ 4

2(m+ 1)
, λ̄(m) =

m− i
√
3m2 + 8m+ 4

2(m+ 1)
,

and

ξ20 =
1

8
[h1uu − h1vv + 2h2uv + i (h2uu − h2vv − 2h1uv)] ,

ξ11 =
1

4
[h1uu + h1vv + i (h2uu + h2vv)] ,

ξ02 =
1

8
[h1uu − h1vv − 2h2uv + i (h2uu − h2vv + 2h1uv)] ,

ξ21 =
1

16
[h1uuu + h1uvv + h2uuv + h2vvv + i (h2uuu + h2uvv − h1uuv − h1vvv)] ,

being

h1uu =
∂h2

1

∂u2
, h2uv =

∂h2
2

∂u∂v
, h1uuv =

∂h3
1

∂u2∂v
, . . .

We can see that

| λ(p) |=
√
α(p)2 + β(p)2 =

2(m+ 1)p

1 + 2p+
√
1 + 4p

and, thus, (
d | λ(p) |

dp

)
p=p0

=

(
2(m+ 1)√

p(4p+ 1)(1 +
√
1 + 4p)

)
p=p0

.

Since (
d | λ(p) |

dp

)
p=p0

=
m2

m+ 1
> 0 ,

the above analysis leads to the following result [10, 15, 16, 21].

Theorem 3.1 Suppose that L ̸= 0 and the parameter p changes its value in a small vicinity of Ns . Then,

Eq. (2.1) presents a Neimark-Sacker bifurcation at the positive equilibrium E =

(
1 +

√
1 + 4p

2
,
1 +

√
1 + 4p

2

)
.

Moreover, if a L > 0 (respectively L < 0), there exists a unique repelling (respectively attracting) invariant
closed curve Υs which bifurcates from E .

4. Illustrative example

In this section, we illustrate the results obtained in the previous sections by analyzing the solution to the
difference equation given by

xn+1 = 1 + p
x2
n

x3
n−1

, (4.1)

with initial conditions x0 and x−1 .
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In Eq. (4.1), m = 2 and p0 = 0.75 ,

h1(u, v) = −3

4

(
3

2
− u

)2
(
3

2
− 1

3
u− 2

√
2

3
v

)−3

+
1

2
− 1

3
u− 2

√
2

3
v

and

h2(u, v) =
−
√
2

4
h1(u, v) .

Furthermore, the calculation of the partial derivatives of h1 and h2 gives

h1uu =
4

27
, h1uv =

8
√
2

27
, h1vv =

−64

27
, h1uuu =

−8

243
,

h1uuv =
80
√
2

243
, h1uvv =

128

243
, h1vvv =

−1280
√
2

243
, h2uu =

−
√
2

27
,

h2uv =
−4

27
, h2vv =

16

27
, h2uuu =

2
√
2

243
, h2uuv =

−40

243
,

h2uvv =
−32

√
2

243
, h2vvv =

640

243
.

Now, we can obtain

ξ20 =
5

18
− i

16 + 17
√
2

216
= 0.27− 0.132i ,

ξ11 =
5

9
+ i

16−
√
2

216
= 0.555 + 0.151i ,

ξ02 =
19

54
+ i

16− 15
√
2

216
= 0.018 + 0.024i ,

ξ21 =
720

243
+ i

1160
√
2

243
= 2.962 + 6.809i .

Also,

λ(2) =
1 + i2

√
2

3
= 0.33 + 0.440i

and

λ̄(2) =
1− i2

√
2

3
= 0.33− 0.440i .

Finally,

L(m = 2) =

(
Re(λ̄(2)ξ21)−Re

(
(1− 2λ(2))λ̄(2)2

1− λ(2)
ξ20ξ11

)
− 1

2
| ξ11 |2 − | ξ02 |2

)
= 7.49966 > 0 .

Since L(m) > 0 , by varying the value of p from p < p0 to p > p0 , a supercritical Neimark–Sacker bifurcation
arises at p0 = 0.75 (see Figure 1). Namely, if p = 0.748 < p0 , the fixed point x̄ = 1.5 is asymptotically stable.
In Figure 1a, we depict in red 900 000 iterations of the orbit with initial conditions (x0, x−1) = (1.7, 1.7) .
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If p > p0 (see Figure 1b–1d), we find an attracting closed invariant curve Υs encircling the fixed point. In
Figure. 1b–1d, we depict some 900, 000 iterations of the orbits with initial conditions (x0, x−1) = (0.485, 0.485)

(in blue and located in the interior of the invariant curve) and (x0, x−1) = (1.7, 1.7) (in red and located at the
outside of the invariant curve). The stable invariant curve Υs has been colored in green. In all these cases, (b),
(c), and (d), the blue orbit leaves the unstable fixed point x̄ and tends to the invariant curve Υs .

(a) (b)

(c) (d)

Figure 1. Trajectories (blue and red) for m = 2 , p0 = 0.75 , x̄ = 1.5 and P : (a) p = 0.748 , (b) p = 0.7515 , (c)
p = 0.755 , (d) p = 0.758 .

In Figure 2, we show the bifurcation diagram of Eq. (4.1), for values of the parameter p in the interval
(0, 1] . Figure 3 shows an asymptotic approximation of the invariant curve. We can conclude that all the
trajectories with initial conditions in the region enclosed by the invariant curve tends asymptotically to Υs ,
except the fixed point x̄ . The trajectories with initial conditions in the outside to the invariant curve tend to
Υs . For values of the parameter p larger than p0 , the invariant curve Υs tends to expand as the value of p

gets larger. Finally, for any p ≤ p0 , the invariant curve reduces and tends to the fixed point.
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Figure 2. Bifurcation diagram in (p, xn) . Figure 3. Asymptotic approximation of the invariant
curve, for p = 0.758 .

5. Conclusion
This paper focuses on a qualitative analysis of the solutions to the difference system given by Eq. (2.1). This
system depends on two parameters, m and p , and has one positive equilibrium E . We have analyzed the
stability of E , finding that the positive equilibrium is asymptotically stable if p < (m+ 1)/m2 and unstable if
p > (m+ 1)/m2 .

We have also proved the existence of a Neimark–Sacker bifurcation through the analysis of the normal
form of the system, concluding that a Neimark–Sacker bifurcation occurs when the parameter p varies in a
small vicinity of p0/(m+1)/m2 . Finally, we have illustrated this theoretical result with the help of a numerical
example.

Conflict of interest
The authors declare that they have no conflicts of interest.

Data availability statement
The datasets generated during the current study are available from the corresponding author on reasonable
request.

References

[1] Aloqeili M. On the difference equation xn+ = α+xp
n/x

p
n−1 . Journal of Applied Mathematics and Computing 2007;

25: 375-382. https://doi.org/10.1007/BF02832362

[2] Berkal M, Navarro JF. Qualitative behavior of a two-dimensional discrete-time prey-predator model. Computational
and Mathematical Methods 2021; 3 (6): e1193. https://doi.org/10.1002/cmm4.1193

[3] Beso E, Kalabusic S, Mujic N, Pilav E. Stability of a certain class of a host-parasitoid models with a spatial refuge
effect. Journal of Biological Dynamics 2020; 14 (1): 1-31. https://doi.org/10.1080/17513758.2019.1692916

[4] Camouzis E. Global analysis of solutions of xn+1 =
βxn + σxn−2

A+Bxn + Cxn−1
. Journal of Mathematical Analysis and

Applications 2005; 316 (2): 1513-1522. https://doi.org/10.1016/j.jmaa.2005.05.008

526



BERKAL and NAVARRO/Turk J Math

[5] DeVault R, Kent C, Kosmala W. On the recursive sequence xn+1 = p+
xn−k

xn
. Journal of Difference Equations and

Applications 2004; 9 (8): 721-730. https://doi.org/10.1080/1023619021000042162

[6] Din Q. Qualitative analysis and chaos control in a density-dependent host-parasitoid system. International Journal
of Dynamics and Control 2018; 6 (2): 778-798. https://doi.org/10.1007/s40435-017-0341-7

[7] He Z, Qiu J. Neimark-Sacker bifurcation of a third order rational difference equation. Journal of Difference Equations
and Applications 2013; 19 (9): 1513-1522. https://doi.org/10.1080/10236198.2013.764998

[8] Kartal S. Flip and Neimark-Sacker bifurcation in a differential equation with piecewise con-
stant arguments model. Journal of Difference Equations and Applications 2017; 23 (4): 763-778.
https://doi.org/10.1080/10236198.2016.1277214

[9] Kocic VL, Ladas G. Global Behavior of Nonlinear Difference Equations of Higher Order with Applications. Dor-
drecht: Kluwer Academic Publishers, 1993.

[10] Kulenovic MRS, Moranjkic S, Nurkanovic M, Nurkanovic Z. Global asymptotic stability and Naimark-Sacker
bifurcation of certain mix monotone difference equation. Discrete Dynamics in Nature and Society, Article ID
7052935 2018; 1-22. https://doi.org/10.1155/2018/7052935

[11] Kuznetsov Y. Elements of Applied Bifurcation Theory. New York: Springer , 1998.

[12] Liu X, Xiao D. Complex dynamic behaviors of a discrete-time predator-prey system. Chaos, Solitons & Fractals
2007; 32 (1): 80-94. https://doi.org/10.1016/j.chaos.2005.10.081

[13] May RM. Biological Populations with Nonoverlapping Generations: Stable Points, Stable Cycles, and Chaos. Science
1974; 186: 645-647. https://doi.org/10.1126/science.186.4164.645

[14] May RM. Simple Mathematical Models With Very Complicated Dynamics. Nature 1976; 26 (5560): 457.
https://doi.org/10.1038/261459a0

[15] Nurkanovic Z, Nurkanovic M, Garic-Demirovic M. Stability and Neimark-Sacker Bifurcation of Certain Mixed
Monotone Rational Second-Order Difference Equation. Qualitative Theory of Dynamical Systems 2021; 20: 75.
https://doi.org/10.1007/s12346-021-00515-4

[16] Sacker R. On invariant surfaces and bifurcations of periodic solutions of ordinary differential equations. Journal of
Difference Equations and Applications 2009; 15 (8): 759-774. https://doi.org/10.1080/10236190802357735

[17] Saleh M, Aloqeili M. On the rational difference equation yn+1 = A+ yn/yn−k . Applied Mathematics and Compu-
tation 2005; 171 (1): 862-869. https://doi.org/10.1016/j.amc.2005.10.047

[18] Tasdemir E. Global dynamics of a higher order difference equation with a quadratic term. Journal of Applied
Mathematics and Computing 2021; 67: 423-437. https://doi.org/10.1007/s12190-021-01497-x

[19] Tasdemir E, Göcen M, Soykan Y. Global dynamical behaviours and periodicity of a certain quadratic-rational
difference equation with delay. Miskolc Mathematical Notes 2022; 23(1): 471-484.

[20] Wan YH. Computation of the Stability Condition for the Hopf Bifurcation of Diffeomorphisms on R2 . SIAM Journal
on Applied Mathematics 1978; 34 (1): 167-175. https://doi.org/10.1137/0134013

[21] Wiggins S. Introduction to Applied Nonlinear Dynamical Systems and Chaos. Netherlands: Springer Science and
Business Media, 2003. https://doi.org/10.1007/b97481

527


	Introduction
	Stability analysis
	Neimark-Sacker bifurcation
	Illustrative example
	Conclusion

