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Abstract: The present paper is devoted to a scheme-theoretic analog of the Fredholm theory. The continuity of the
index function over the coordinate ring of an algebraic variety is investigated. It turns out that the index is closely related
to the filtered topology given by finite products of maximal ideals. We prove that a variety over a field possesses the
index function on nonzero elements of its coordinate ring iff it is an algebraic curve. In this case, the index is obtained
by means of the multiplicity function from its normalization if the ground field is algebraically closed.

Key words: Algebraic variety, index of an operator tuple, integral extension, Dedekind extension, Taylor spectrum,
Koszul homology groups of a variety

1. Introduction
The index i (t) of a linear transformation t acting on a vector space X/k over a field k is the difference

i (t) = dimk (ker (t))− dimk (coker (t))

of dimensions its kernel and cokernel whenever both dimensions are finite. The routine linear algebra result
asserts that the index of every linear transformation acting on a finite dimensional vector space is vanishing.
For an infinite dimensional complex Banach space X the set F (X) of all bounded linear operators having a
finite index is exactly the class of Fredholm operators. It turns out that F (X) is an open subset of the Banach
algebra B (X) of all bounded linear operators acting on X equipped with the standard operator norm-topology,
and i : F (X) → Z is a continuous function whenever Z is equipped with the discrete topology. A key fact
in this direction is that the set of all invertible elements B (X)

−1 of the algebra B (X) is an open subset, and
i−1 {0} = B (X)

−1
+K (X) (Nikolskii criteria), where K (X) is the two-sided ideal of compact operators on X

[13, 3.5], [11, 8.5]. That openness property fails to be true in the category of topological algebras [10, Part 1].
The index also pops up in the joint spectral theory within the concept of joint essential spectrum [5], [9].

To get a scheme-theoretic analog of the Fredholm theory is a challenging task after all works [6], [7] and
[8] done toward algebraic spectral theory and multi-operator functional calculus for schemes. Many key results
from the complex analytic geometry have their analogs in schemes such as the fundamental theorem of Serre
on vanishing [12, 3.3.7]. Taylor’s multivariable functional calculus [18], [19] (see also [15], [14]) has a scheme
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version suggested in [7], and the related algebraic spectral theory with all its key properties and their link to
algebraic geometry were developed in [8]. It turns out that many key results of the commutative algebra are
indeed reformulations of the joint spectral theory. The Taylor spectrum of the coordinate function tuple (acting
as multiplication operators) on the coordinate ring of a variety is reduced to the variety itself, which in turn
inherits the Koszul homology groups and the related index. The index in turn is reduced to the multiplicity
from the local theory [16], and the multiplicity formula of Serre is used in [8] for the calculation of Koszul
homology groups.

In the present paper we investigate the index function within the algebraic spectral theory proposed
in [8] for elements taken from the coordinate ring R of an affine variety Y/k over k . It turns out that the
index is closely related to the naturally filtered topology in R given by means of the family of maximal ideals
introduced in [3, 3.2.13] by N. Bourbaki. Namely, the finite products a = m1 · · ·mm of maximal ideals mj ⊆ R

is a filter base of the filtered topology F in R . The length m of the product a is called its multiplicity and
it is denoted by ρ (a) . If R/k is a Dedekind extension then every nonzero ideal a ⊆R has a unique primary
factorization a = pm1

1 · · · pmr
r and ρ (a) = m1 + · · · + mr . In particular, ρ (z) = ρ (〈z〉) defines a multiplicity

function ρ : R∗ → Z whenever R is a Dedekind domain, where R∗ = R − {0} . Our first result asserts that
if Y/k is a variety with its coordinate ring R and Ri = {y ∈ R : i (y) <∞} , then the index i :

(
Ri,F

)
→ Z

turns out to be a continuous homomorphism of abelian semigroups whenever Z is equipped with the left order
topology. In particular, {i ≥ n} is a closed set in Ri for every n ∈ Z . The index iM (y) of an r -tuple y of
elements of R acting on a Noetherian R -module M can be calculated in terms of i (y) in the following way

iM (y) = i (y) dimK (K ⊗R M)

whenever i (y) <∞ and dim (Y ) ≤ 1 , where K = Frac (R) is the fraction field of R . If Ri = R∗ we say that
Y/k is an i -variety. In this case, i (y) < ∞ for every r -tuple y of elements of R∗ , and i (y) = 0 whenever
r > 1 . The main result of the paper asserts that an affine variety Y/k is an i -variety if and only if it is an
irreducible curve. In this case, the equality

i = −ρ|R∗

holds if k is algebraically closed, where ρ is the multiplicity function of the normalization R of R in K , which
is a Dedekind domain. Finally, the obtained result is illustrated in the case of an elliptic curve.

2. Preliminaries
In the present section, we provide the paper with the necessary basic material.

2.1. Discrete valuation rings
Let K be a field with a discrete valuation v : K∗ → Z , which is a surjective group homomorphism such that
v (x+ y) ≥ min {v (x) , v (y)} whenever x 6= −y . The subring A = {v ≥ 0} ⊆ K turns out to be a local domain
with its maximal ideal m = {v > 0} . Actually, it is a PID (in particular, UFD), and it is a regular local ring of
dim (A) = 1 with K = Frac (A) . If ζ ∈ A with v (ζ) = 1 then every x ∈ K∗ has a unique factorization x = uζn

with n = v (x) , and every ideal a ⊆A turns out to be principal a =
〈
ζv(a)

〉
with v (a) = min {v (x) : x ∈ a} .

In particular, m = 〈ζ〉 . A ring obtained by means of a valuation on a field is called a discrete valuation ring or
DVR.
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If k is a field and K = k ((ζ)) is the field of all formal Laurent series x =
∑

i≥n λnζ
n , n ∈ Z , λi ∈ k

over k , then v : K∗ → Z , v (x) = n (to be the order of vanishing of x , that is, λn 6= 0 and λi = 0 for all
i < n) is a valuation on K . In this case, DVR is the k -algebra A = k [[ζ]] of all formal power series with its
maximal ideal m = 〈ζ〉 .

Now let A be a DVR which contains the residue field k = A/m , so it is a k -algebra. Being PID, A is
a Noetherian local k -algebra with m = 〈ζ〉 = rad (A) . By Krull Intersection, ∩nmn = {0} and A is embedded

into its m-adic completion Â , which is a Noetherian local k -algebra of dim
(
Â
)

= 1 too (see [1, 22.62]).

By the Cohen Structure Theorem [1, 22.58], we conclude that Â = k [[ζ]] up to a natural isomorphism. In

particular, Â is DVR with its valuation v̂ induced from k ((ζ)) . If x =
∑

i≥n λnζ
n ∈ A ⊆ Â then x = uζn

with u = λn +λn+1ζ + · · · ∈ A . But u is invertible in A and v (x) = v (uζn) = v (u)+ v (ζn) = n = v̂ (x) , that
is, v = v̂|A .

The well known [3, 6.3.6], [1, 23.6] characterization result of DVR’s asserts that for a Noetherian local
ring A with its maximal ideal m the following statements are equivalent: (1) A is DVR; (2) A is a normal
domain of dim (A) = 1 ; (3) A is a normal domain of depth 1 ; (4) A is a regular local ring of dim (A) = 1 ;
(5) m is principal of height at least 1 .

2.2. Dedekind domains and multiplicity

A Noetherian normal domain R of dim (R) = 1 is called a Dedekind domain. So are PID’s and rings of
algebraic integers. In particular, R is DVR iff it is a local Dedekind domain. Actually, a Noetherian domain
R which is not a field is a Dedekind domain iff the localization Rp is DVR at every nonzero prime p ⊆R . The
main theorem of classical ideal theory (see [3, 7.2.3], [1, 24.8]) asserts that every nonzero ideal a of a Dedekind
domain R has a unique factorization a =

∏
p
pvp(a) , where p is running over all associated primes AssR (R/a) of

the R -module R/a , and vp is a discrete valuation of Rp . In particular, a Noetherian domain R of dim (R) = 1

is Dedekind iff every primary ideal of R is a power of its radical [1, 24.9].
Every Dedekind domain admits a multiplicity function ρ : R∗ → Z defined in the following way. Let

I be the set of all nonzero ideals of R , which in turn defines a filtered topology in R . For every a ∈I we
put ρ (a) =

∑
p vp (a) based on the unique primary factorization of a in R . Notice that ρ (ab) = ρ (a) + ρ (b)

whenever a, b ∈I . The multiplicity function ρ : R∗ → Z is given by the rule ρ (z) = ρ (〈z〉) , where 〈z〉 ∈ I is
the principal ideal in R generated by z . Thus ρ (zw) = ρ (z) + ρ (w) for all z, w ∈ R∗ .

Lemma 2.1 The multiplicity function is a continuous homomorphism ρ : (R∗, I) → Z of abelian semigroups
whenever Z is equipped with the right order topology. In particular, {ρ ≤ n} is a closed subset in R∗ for every
n ∈ Z .

Proof Take z ∈ R∗ with its neighborhood z + b , b ∈ I . Put a = 〈z〉 and l = ρ (z) . Notice that a ∈ I . By
shrinking b , if that is necessary, we may assume that b ⊆ a . One can take b to be 〈z〉 or

〈
z2
〉

. Then z+b ⊆ a .
For every w ∈ (z + b) ∩ R∗ we obtain that w ∈ a ∩ R∗ and w = yz . It follows that ρ (w) = ρ (y) + ρ (z) ≥ l ,
which means that ρ ((z + b) ∩R∗) ⊆ [l,+∞) . Whence ρ is a continuous mapping. 2

1993



DOSI/Turk J Math

3. The finite index function
In this section we investigate the index of tuples of elements of a ring R acting on an R -module and prove a
key result (see below Lemma 3.4) on the index using a spectral decomposition of a Noetherian R -module.

Let k be a field, R/k a finitely generated k -algebra, which is not a field. If R is reduced then it is
the coordinate ring of an algebraic set Y/k over k , whereas it is a variety if R is a domain. If R = k [x] for
an n -tuple x = (x1, . . . , xn) then we can assume that Y ⊆ An and Spec (R) is the related affine scheme. If
R is a domain then Spec (R) has the generic point ξ corresponding to the prime ideal 〈0〉 . Let M be an
R -module and y an r -tuple of elements of R , which in turn is identified with a family of mutually commuting
multiplication operators on M . We have the Koszul complex Kos (y,M) :

0←M
∂0←− · · · ∂p−2←− M ⊗k ∧p−1kr

∂p−1←− M ⊗k ∧pkr
∂p←− · · · ∂r−1←− M ← 0

of R -modules with the differential

∂p−1

(
v ⊗ ei1 ∧ . . . ∧ eip

)
=

p∑
s=1

(−1)s+1
yisv ⊗ ei1 ∧ . . . ∧ êis ∧ . . . ∧ eip ,

where v ∈ M , (e1, . . . , er) is the standard basis for kr , and the notation êis stands for skipping eis from
the p -vector (see [4, 9.1]). The homology groups of Kos (y,M) are denoted by Hp (y,M) , p ≥ 0 , which are
R -modules.

The following assertion is well known (see [18] or to the proof of [8, Lemma 2.4]).

Lemma 3.1 If R/k is an algebra and y is an r -tuple of elements of R , then 〈y〉Hp (y,M) = {0} for every
p ≥ 0 , where 〈y〉 ⊆ R is the ideal generated by the tuple y . In particular, Kos (y,M) is exact whenever
〈y〉 = R .

Proof Fix i and define the following R -linear map

γi : M ⊗k ∧pkm →M ⊗k ∧p+1km, γi (up) = u⊗ (ei ∧ vp) ,

where up = u⊗ vp , ei ∧ vp = (−1)s−1
ei1 ∧ . . . ∧ ei ∧ . . . ∧ eip = (−1)s−1

vp+1 whenever vp = ei1 ∧ . . . ∧ eip and
i1 < · · · < is−1 < i < is < · · · < ip for some s . Let vp,k be the p − 1 -vector ei1 ∧ . . . ∧ êik ∧ . . . ∧ eip , where
êik stands for skipping eik from the p -vector vp . Then

∂pγi (up) = (−1)s−1
∑
k<s

(−1)k+1
yiku⊗ vp+1,k + yiu⊗ vp + (−1)s−1

∑
k≥s

(−1)k yiku⊗ vp+1,k

= −
∑
k<s

(−1)k+1
yiku⊗ ei ∧ vp,k +

∑
k≥s

(−1)k yiku⊗ ei ∧ vp,k + yiu⊗ vp

= −γi∂p−1 (up) + yiup.

If up ∈ ker (∂p−1) then yiup = ∂pγi (up) ∈ im (∂p) , which means that the action of yi over Hp (y,M) is
trivial, that is, yHp (y,M) = {0} . Taking into account that Hp (y,M) is an R -module, we conclude that
〈y〉Hp (y,M) = {0} too. 2
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In analysis the statement of Lemma 3.1 sounds like that the Taylor spectrum is smaller than the Harte
spectrum of the operator tuple y .

We define the index

iM (y) =

r∑
p=0

(−1)p+1
dimk (Hp (y,M))

of the tuple y whenever dimk (Hp (y,M)) <∞ for all p . In this case we write iM (y) <∞ . If M = R we use
the notation i (y) instead of iM (y) . If r = 1 we come up with a singleton y and iM (y) = dimk ker (y|M) −
dimk coker (y|M) = i (y|M) is the index of a k -linear transformation.

The set of those y ∈ R with iM (y) < ∞ is denoted by Ri,M , and we write Ri instead of Ri,R . Thus
there is a well defined index function

iM : Ri,M → Z, z 7→ i (z) .

Notice that k∗ ⊆ R−1 ⊆ Ri,M ⊆ R∗ . If dimk (M) <∞ then R∗ = Ri,M and iM (y) = 0 for every y ∈ R∗ .
One of the key results of [8] asserts that iM (y) <∞ for an r -tuple y whenever k [y] ⊆ R is an integral

extension and M is a finitely generated R -module. Moreover, iM (y) = 0 if M has finite length ℓR (M) . If
M = R = k [x] , x = (x1, . . . , xn) , d = dim (R) = dim (Y ) and Y ⊆ An is the related variety, then i (x) = −δnd
(see [8, Corollary 2.5]). Recall that δnd stands for Kronecker delta-symbol. Finally, if R is a domain and
Ri = R∗ , then we say that Y/k is an i-variety.

Recall that a multiplicative subset S ⊆ R∗ is called a saturated one if zw ∈ S iff z, w ∈ S .

Lemma 3.2 Let R be a finitely generated k -algebra and let M be an R -module. The set Ri,M is multiplicative
and iM (zw) = iM (z) + iM (w) for all z, w ∈ Ri,M . If R is a domain then Ri is a saturated multiplicative set
in R and R−1 = i−1 {0} .

Proof First assume that R is a domain. If z invertible then coker (z|R) = {0} and i (z) = 0 . Conversely,
i (z) = 0 iff coker (z|R) = {0} , for R is a domain and ker (z|R) = {0} . But coker (z|R) = {0} means that
〈z〉 = R or z is invertible. Pick z, w ∈ R∗ . There is a canonical exact sequence

0← coker (w|R)
β←− coker (wz|R)

α←− coker (z|R)← 0

of k -vector spaces with α (y∼ mod z) = (wy)
∼
modwz and β (y∼ modwz) = y∼ modw for all y ∈ R , where

the tilde sign indicates to the related equivalence class of an element. In particular, i (wz) < ∞ iff i (w) < ∞
and i (z) <∞ , which means that Ri is a saturated multiplicative subset of R .

Now consider the general case of R and let M be an R -module. If z, w ∈ Ri,M then using the Snowflake
Lemma [11, 2.3.16], we obtain the following exact sequence

0← coker (w|M)
β←− coker (wz|M)

α←− coker (z|M)←

← ker (w|M)← ker (wz|M)← ker (z|M)← 0

of the finite dimensional k -vector spaces whose Euler characteristic is vanishing. Thus

iM (z)− iM (wz) + iM (w) = 0

1995



DOSI/Turk J Math

or iM (zw) = iM (z) + iM (w) for all z, w ∈ Ri,M . 2

As above let R be a finitely generated k -algebra and y an r -tuple of elements of R . An exact sequence

0← N ←−M ←− K ← 0

of R -modules generates the following exact sequence

0← Kos (y,N)←− Kos (y,M)←− Kos (y,K)← 0

of Koszul complexes, which in turn associates the long exact sequence

· · · ←− Hi−1 (y,K)←− Hi (y,N)←− Hi (y,M)←− Hi (y,K)←− · · ·

of homology groups, where i ≥ 1 (see [16, 4.A.2]). In particular, finiteness of any two integers from iN (y) ,
iM (y) and iK (y) imply the third one left. In this case,

iM (y) = iN (y) + iK (y) . (3.1)

In particular, the formula works for the direct sums of R -modules with their finite index.

Lemma 3.3 Let R/k be an algebra and let M be an R -module. Then for every r -tuple y of elements of Ri,M

the equality iM (y) = 0 holds whenever r > 1 . In particular, iM (y) <∞ for all finite tuples from Ri.M .

Proof Pick an r -tuple y of elements of Ri,M and let us prove by induction on r that iM (y) < ∞ . Put
y′ = (y1, . . . , yr−1) . By induction hypothesis, we have iM (y′) < ∞ . Using Lemma Bourbaki [8] (see also [4,
9.5, Lemma 3]), we derive an exact sequence

0← ker (yr|Hp−1 (y
′,M))←− Hp (y,M)←− coker (yr|Hp (y

′,M))← 0 (3.2)

of R -modules for every p ≥ 0 . But dimk (Hp (y
′,M)) < ∞ for all p , that is, both corners of (3.2) are finite

dimensional k -vector spaces. It follows that dimk (Hp (y,M)) < ∞ for all p , that is, iM (y) < ∞ . Finally,
taking into account that i (yr|Hp (y

′,M)) = 0 , p ≥ 0 , we deduce that

iM (y) =

r∑
p=0

(−1)p+1
(dimk ker (yr|Hp−1 (y

′,M)) + dimk coker (yr|Hp (y
′,M)))

=

r∑
p=0

(−1)p+1
dimk coker (yr|Hp (y

′,M)) + (−1)p dimk ker (yr|Hp (y
′,M))

=

r∑
p=0

(−1)p i (yr|Hp (y
′,M)) = 0,

that is, iM (y) = 0 whenever r > 1 . 2

In the case of a Noetherian module the index can be calculated by means of the spectral decomposition
(see [7, 4.4]). If M = R/a for an ideal a ⊆R we write ia (y) instead of iM (y) . The set of all minimal elements
from Supp (M) is denoted by Min (M) . The nilradical nil (M) of an R -module M is defined as the radical of
the ideal Ann (M) . If M is a finitely generated R -module then nil (M) = ∩ Supp (M) . An R -module M is
said to be reduced if nil (M) = {0} .
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Lemma 3.4 Let k be a field, R a finitely generated k -algebra, M a Noetherian R -module, and let y be an
r -tuple of elements of R such that k [y] ⊆ R is integral. Then

iM (y) =
∑

p∈Min(M)

ip (y) ℓRp
(Mp) +

∑
q∈S

iq (y)

for some multisubset S ⊆ Supp (M) \Min (M) (each its element can be included into S several times). If
p ∈Ass (M) with ℓRp

(Mp) < ∞ , then p ∈Min (M) , Mp = (R/pn)p ⊗R M turns out to be a finite-length
module over the Artinian ring Rp/p

nRp for some n = n (p) , and

ℓRp
(Mp) = ℓ(R/pn)p

(
(R/pn)p ⊗R M

)
.

If Mp is reduced then n = 1 and
ℓRp

(Mp) = dimK(p) (K (p)⊗R M) ,

where K (p) = Frac (R/p) .

Proof Put R′ = k [y] . Since R/R′ is a finitely generated algebra and integral, it follows that R is a finitely
generated module over R′ [1, 10.28]. But M is a finitely generated module over R , therefore M is a finitely
generated module over R′ (see [1, 10.26]). Since R′/k is Noetherian (Hilbert Basis), it follows that M is a
Noetherian R′ -module too, and so are all homology groups Hp (y,M) . By Lemma 3.1, the R′ -module structure
of Hp (y,M) is diagonalizable, and it is just the k -vector space structure one. In particular, every ascending
chain of vector subspaces in Hp (y,M) turns out to be a chain of R′ -submodules which has to stabilize being a
Noetherian R′ -module. Hence Hp (y,M) is a finite dimensional k -vector space, and iM (y) <∞ . In particular,
ia (y) <∞ for all ideals a ⊆R (see also [8, Theorem 2.1]).

It is well known [1, 17.16], [3, 4.1.4] that M has a chain

〈0〉 = M0  M1  · · ·  Ml−1  Ml = M

of its submodules with Qj = Mj/Mj−1 = R/pj for some primes pj such that

Ass (M) ⊆ {p1, . . . , ps} ⊆ Supp (M) ,

where {p1, . . . , ps} is a multiset. Notice that every p in {p1, . . . , ps} could occur in the set several times called
the multiplicity of p .

Fix p ∈Min (M) . Then p ∈Ass (M) and p ∈{p1, . . . , ps} . In this case, (Qj)p = (R/pj)p = Rp/pjRp =

〈0〉 unless pj = p . If p = pj then (Qj)p = Rp/pRp . Thus Mp has the ascending chain of Rp -submodules{
(Mj)p

}
whose quotients either the zero module or the simple module Rp/pRp . We come up with a Jordan-

Hölder series for the Rp -module Mp and ℓRp
(Mp) coincides with the multiplicity of p in the multiset

{p1, . . . , ps} . Put S = {p1, . . . , ps} \Min (M) to be another multiset. Using (3.1), we deduce that

iM (y) =
∑
j

iQj
(y) =

∑
p∈Min(M)

ip (y) +
∑
q∈S

iq (y) =
∑

p∈Min(M)

ip (y) ℓRp
(Mp) +

∑
q∈S

iq (y) ,

1997



DOSI/Turk J Math

that is, the equality for iM (y) holds.
Now assume that p ∈Ass (M) with ℓRp

(Mp) < ∞ . Then p ∈Min (M) (see [3, 4.2.5, Corollary 2]).
Namely, ℓRp

(Mp) < ∞ and the fact that Rp is local imply that Supp (Mp) = {pRp} [1, 19.4]. For every
prime ideal q ⊆R with q " p we have Mq = (Mp)q = (Mp)qRp

= 0 , which means that q /∈ Supp (M) . Hence

p ∈Min (M) (the argument belongs to the referee), and pRp = nil (Mp) . It follows that pRp has a nilpotent
action on the module Mp , that is, pnMp = {0} for some positive integer n = n (p) . Thus

Mp = Mp/p
nMp = (Rp/p

nRp)⊗Rp
Mp = (R/pn)p ⊗Rp

Rp ⊗R M = (R/pn)p ⊗R M

turns out to be a finitely generated Rp/p
nRp -module, and Spec (Rp/p

nRp) = {pRp/p
nRp} , which means that

Rp/p
nRp is an Artinian ring. Moreover,

(Rp/p
nRp) / (pRp/p

nRp) = Rp/pRp = (R/p)p = Frac (R/p) = K (p)

is the fraction field of R/p . If N ⊆ M is a submodule then Np = Rp ⊗R N = (R/pn)p ⊗R N holds too,
and Np turns out to be an Rp/p

nRp -module. Conversely, every Rp/p
nRp -submodule of Mp is in turn an

Rp -submodule, and it has the form Np for the uniquely given p -saturated submodule N ⊆ M . Thus all
Rp -submodules of Mp are in turn Rp/p

nRp -submodules. Since M is a Noetherian R -module, we deduce that

ℓ(R/pn)p

(
(R/pn)p ⊗R N

)
< ∞ for every submodule N ⊆ M . As above using a chain of submodules for M ,

we obtain that Mp has the ascending chain of Rp/p
nRp -submodules

{
(Mj)p

}
whose quotients either the zero

module or K (p) . Hence ℓRp
(Mp) = ℓ(R/pn)p

(
(R/pn)p ⊗R M

)
. Finally, if Mp is reduced then pRp = {0} and

Rp = Rp/pRp = K (p) , Mp = K (p)⊗R M and ℓRp
(Mp) = dimK(p) (K (p)⊗R M) . 2

If M is a module over a domain R and S is the multiplicative set R − {0} , then we define the torsion
submodule T (M) of M to be the S -saturation of 〈0〉 , that is, m ∈ T (M) iff sm = 0 for some s ∈ S . Recall
that M is said to be torsion-free if T (M) = 0 . The quotient module M/T (M) is torsion-free.

Proposition 3.5 Let Y/k be a variety in An over a field k with its coordinate ring R and K = Frac (R) , y

an r -tuple of elements of R such that i (y) <∞ , and let M be a Noetherian R -module. Then

iM (y) = i (y) dimK (K ⊗R M)

whenever dim (Y ) ≤ 1 . In this case, Ri ⊆ Ri,M and R−1 ⊆ i−1
M {0} .

Proof Since R is a domain, we derive that K = S−1R for S = R − {0} . For a while assume that M

is a torsion-free module. Note that M ⊗R K = S−1M and it is a finitely generated K -module, that is,
there is a finite K -basis {mi/1 : 1 ≤ i ≤ d} for S−1M . There is a well defined R -linear map α : Rd → M ,
α (ei) = mi , 1 ≤ i ≤ d whose localization S−1α : S−1Rd → S−1M is nothing but the K -isomorphism
λ : Kd →M⊗RK , λ (ei) = mi⊗1 , where {ei} is the standard basis in the related free modules. It follows that
S−1 ker (α) = ker

(
S−1α

)
= ker (λ) = {0} . But ker (α) ⊆ Rd is a torsion-free submodule. Hence ker (α) = {0} .

Now put N = M/ im (α) to be a finitely generated R -module with

S−1N = S−1M/S−1 im (α) = S−1M/ im (λ) = {0} .
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If N =
∑l

i=1 Rni then sini = 0 for some si ∈ S , which in turn implies that sni = 0 , 1 ≤ i ≤ l for
some s ∈ S . In particular, s ∈ Ann (N) , hence Ann (N) 6= 〈0〉 . But Supp (N) = V (Ann (N)) , therefore
ξ = (0) /∈ Supp (N) . Taking into account that dim (R) ≤ 1 , we conclude that Supp (N) ⊆ Y (the maximal
ideals). Then ℓR (R/q) = 1 < ∞ (see below Proposition 4.1, or [1, 19.4]), and iq (y) = 0 due to [8, Corollary
3.4] for every q ∈ Supp (N) . As in the proof of Lemma 3.4, one can use a chain of submodules for N to conclude
that iN (y) = 0 . Using the exact sequence

0← N ←−M
α←− Rd ← 0

and (3.1), we deduce that iM (y) = iN (y) + iRd (y) = iRd (y) = i (y) d , where d = dimK (K ⊗R M) .
If M is not a torsion-free module then T (M) is a nonzero Noetherian module. Hence Ass (T (M)) 6= ∅

and it does not contain ξ . As above in the case of the module N , we deduce that iT (M) (y) = 0 . But M/T (M)

is a torsion-free R -module and (3.1) applied to the exact sequence

0←M/T (M)←−M ←− T (M)← 0

results in iM (y) = iM/T (M) (y) + iT (M) (y) = iM/T (M) (y) . Notice also that the R -modules K ⊗R M and

K ⊗R M/T (M) are canonically isomorphic. Thus the formula holds for iM (y) , and Ri ⊆ Ri,M , i−1
M {0} ⊇

i−1 {0} (see Lemma 3.2). 2

Thus i (y) |iM (y) whenever Y/k is an irreducible algebraic curve in An (see also [1, 26.12], [3, 7.2.5]).
Note also that the formula from Proposition 3.5 works whenever y is an r -tuple of elements of R with the
integral extension k [y] ⊆ R .

Corollary 3.6 Let Y/k be a variety in An over a field k with its coordinate ring R of dim (Y ) ≤ 1 , y

an r -tuple of elements of R such that k [y] ⊆ R is integral and K ′/K a finite field extension. If R′ is the
normalization of R in K ′ then iR′ (y) = i (y) dimK (K ′) .

Proof First notice that R′ is a finite R -module and a finitely generated k -algebra [3, 5.3.2]. In particular,
R′ is Noetherian (Hilbert Basis) and k [y] ⊆ R′ is integral. By Lemma 3.4, we conclude that iR′ (y) < ∞ .
Moreover, R′ is a torsion-free R -module being a domain. Using Proposition 3.5, we conclude that iR′ (y) =

i (y) dimK (K ⊗R R′) . It remains to notice that K ⊗R R′ = K ′ . Namely, every z′ ∈ K ′ being integral over
K turns out to be a root of a monic polynomial p (X) over K = Frac (R) with the coefficients cj = aj/s ,
aj , s ∈ R and n = deg (p (X)) . Since snp (z′) = 0 , we obtain that sz′ is integral over R , which means that
sz′ = x′ ∈ R′ . Hence z′ = (1/s)⊗ x′ ∈ K ⊗R R′ . The rest is clear. 2

4. The filtered topology
In this section, we introduce a suitable filtered topology in a finitely generated k -algebra R that would make
the index function continuous. We assume that k & R .

Let Max (R) be the set of all maximal ideals of R . By a support on R we mean a nonnegative
function m : Max (R) → Z whose support (as a function) is finite. Every support m on R defines its ideal
bm = ∩

{
pm(p) : p ∈Max (R)

}
⊆ R . If m = 0 (the trivial support) then we assume that bm = R . If R is a

domain then bm 6= 〈0〉 (Prime Avoidance). Let F be the set of these ideals {bm} of the ring R , where m
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is running over all supports on R . Then F is a filter base, which defines a filtered topology in R called the
F -topology. If R is reduced then the F -topology is Hausdorff due to Hilbert Nullstellensatz (we do not need

k to be algebraically closed). Notice that (R,F) is a topological ring. The related Hausdorff completion R̂ of

R is topologically isomorphic to the direct product
∏

p∈Max(R)

R̂p , where R̂p is the Hausdorff completion of R

with respect to the p -adic topology (see [3, 3.2.13]). Note that R/pl is a local k -algebra, for no prime could
contain pl apart from p thanks to the fact p is maximal (Prime Avoidance). It follows that

R/pl =
(
R/pl

)
p
= Rp/p

lRp = Rp/m
l, (4.1)

where m = pRp is the maximal ideal of the localization Rp at p . Using (4.1), we derive that R̂p = lim←−
{
R/pl

}
=

lim←−
{
Rp/m

l
}

, which is the m-adic completion of the localization Rp at p .

Proposition 4.1 Let R be a finitely generated k -algebra, and a ⊆R an ideal. The following assertions are
equivalent:

(i) dimk (R/a) <∞ ;
(ii) ℓR (R/a) <∞ ;
(iii) The ideal a has a primary expansion a = q1 · · · qs with Max (R/a) = {p1, . . . , ps} and qi is pi -

primary.
(iv) The ideal a contains bm and bm =

∏{
pm(p) : p ∈Max (R)

}
for a certain support m on R .

In this case the primary expansion of a is unique and dimk (R/a) =
∑s

j=1 dimk (R/qj) .

Proof Put A = R/a . First notice that if A = {0} then the assertion is obvious, for Max (R/a) = ∅ and the
related support m is trivial. Therefore we can assume that A 6= {0} .

If dimk (A) <∞ then obviously ℓR (A) <∞ , that is, (i)⇒ (ii) .
Now assume that ℓR (A) < ∞ . Then A is an Artinian ring. By Akizuki-Hopkins Theorem [1, 19.8],

we conclude that Spec (A) = SuppR (A) = Max (A) = AssR (A) and it is a finite (discrete) set. By Lasker-
Noether Theorem, a has a unique irredundant primary decomposition a = q1 ∩ . . . ∩ qs . If qi is pi -primary
then AssR (A) = {p1, . . . , ps} [1, 18.17], which in turn are identified with the maximal ideals of R . Hence
(ii)⇒ (iii) .

Suppose that a has a primary expansion a = q1 · · · qs with Max (A) = {p1, . . . , ps} and qi is pi -primary.
Then p

mj

j ⊆ qj ⊆ pj for some mj ≥ 1 . As above pmi
i and p

mj

j are comaximal for all i 6= j , therefore
bm = pm1

1 ∩ · · · ∩ pms
s = pm1

1 · · · pms
s ⊆ q1 · · · qs = a , that is, (iii)⇒ (iv) .

Now assume that a ⊇ bm = pm1
1 ∩· · ·∩pms

s for some m . If p is a prime containing a then p
mj

j ⊆ p , which
in turn implies that pj ⊆ p for some j (Prime Avoidance). Taking into account that pj is maximal, we conclude
that pj = p . Hence Spec (A) = {p1, . . . , ps} = Max (A) . Using again [1, 19.4], we obtain that A has the finite
length ℓR (A) . If {Ai : 0 ≤ i ≤ l} is a Jordan-Hölder series of R -submodules in A , then Ai/Ai−1 = R/mi for
some maximal ideals mi ⊆ R , i ≥ 1 . But k ⊆ R/mi is an algebra finite extension, which is finite by Zariski
Nullstellensatz [1, 15.4]. It follows that dimk (Ai/Ai−1) < ∞ for every i . Hence dimk (A) < ∞ , that is,
(iv)⇒ (i) .
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Finally, note that dim (A) = 0 , that is, all pi are minimal in Spec (A) as well. By Second Uniqueness [1,
18.22], qi is the saturation of a with respect the set R−pi , that is, qi = (aRpi)∩R . Thus every qi is uniquely
defined by means of the ideal a and pi =

√
qi . Since R is Noetherian, pi and pj are comaximal for i 6= j ,

it follows that so are ideals qi and qj (see [1, 18.11]). By Chinese Remainder Theorem, we have a = q1 · · · qs
and R/a =

⊕
j

R/qj up to a natural isomorphism. In particular, dimk (R/a) =
∑s

j=1 dimk (R/qj) . Notice that

dimk (A) = ℓR (A) whenever k is an algebraically closed field. 2

Based on Proposition 4.1, we conclude that the F -topology in R is given by means of all ideals a ⊆R
with dimk (R/a) <∞ . As above in Section 2.2 we put |m| (a) = m1 + · · ·+ms . If a = 〈z〉 is principal then we
write |m| (z) instead of |m| (a) .

Corollary 4.2 Let R be a finitely generated k -algebra, y an r -tuple of elements of R with r ≥ 1 , and let
M be a Noetherian R -module. If Hp (y,M) = 0 for some p , then Hj (y,M) = 0 for all j ≥ p . If y is an
r -tuple of elements of Ri with r > 1 and H2 (y,R) = 0 , then dimk (Hp (y,R)) =

∑s
j=1 dimk (R/qj) , p = 0, 1

and dimk (Hp (y,R)) = 0 , p ≥ 2 , where 〈y〉 = q1 ∩ . . . ∩ qs is a primary decomposition. For every z ∈ Ri with
〈z〉 = q1 ∩ . . . ∩ qs , we have

i (z) = dim (Ann (z))−
s∑

j=1

dimk (R/qj) .

Proof Take an r -tuple y of elements of R with r ≥ 1 . Let us prove that if Hp (y,M) = 0 for some p then
Hj (y,M) = 0 for all j ≥ p . First assume that 〈y〉 = R . By Lemma 3.1, we have Hj (y,M) = 0 for all j ≥ 0 ,
and the result follows.

Now assume that 〈y〉 6= R and M 6= 0 . Since Hj (y,M) are the same homology groups of the k [y] -
module M , one can assume that R = k [y] and 〈y〉 = m is a maximal ideal of R . Using Lemma 3.1, we obtain
that the R -module structure of every Hj (y,M) is reduced to its k -vector space one. Since the localization is
an exact functor, we conclude that Hj (y,M) = Hj (y,M)m = Hj (y/1,Mm) for all j ≥ 0 , where y/1 is the
tuple representing (y1/1, . . . , yr/1) ⊆ mRm = radRm . Therefore we can assume that R/k is a local Noetherian
k -algebra with y ⊆ m , where m is the maximal ideal of R . Since M/y1M 6= 0 (Nakayama lemma), the first
statement on the Corollary follows in the case of r = 1 . We proceed by induction on r . Put y′ = (y1, . . . , yr−1)

and suppose Hp (y,M) = 0 for some p > 0 (recall that H0 (y,M) = M/ 〈y〉M 6= 0). Let us prove that
Hj (y,M) = 0 for all j ≥ p . Using the exact sequence (3.2), we obtain that coker (yr|Hp (y

′,M)) = 0 . Since
Hp (y

′,M) is a Noetherian R -module and yr ∈ radR , it follows that Hp (y
′,M) /yrHp (y

′,M) 6= 0 whenever
Hp (y

′,M) 6= 0 (Nakayama lemma). Hence Hp (y
′,M) = 0 , and Hj (y

′,M) = 0 , j ≥ p by induction hypothesis.
Using again (3.2), we obtain the exact sequence

0← ker (yr|Hj (y
′,M))←− Hj+1 (y,M)←− coker (yr|Hj+1 (y

′,M))← 0

for every j ≥ p . It follows that Hj+1 (y,M) = 0 for all j ≥ p .
Finally, assume that r > 1 and H2 (y,R) = 0 . Then Hj (y,R) = 0 for all j ≥ 2 , and

i (y) = − dimk (H0 (y,R)) + dimk (H1 (y,R)) .
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By Lemma 3.3, we have i (y) = 0 . Then dimk (H1 (y,R)) = dimk (H0 (y,R)) = dimk (R/ 〈y〉) < ∞ , and it
remains to use Proposition 4.1. 2

Now we can prove the continuity property of the index function.

Theorem 4.3 Let Y/k be a variety with its coordinate ring R . Then i :
(
Ri,F

)
→ Z is a continuous

homomorphism of abelian semigroups whenever Z is equipped with the left order topology. In particular,
{i ≥ n} is a closed set in Ri for every n ∈ Z .

Proof We use very similar arguments from Lemma 2.1. Pick z ∈ Ri and its neighborhood z + bm with
bm ∈ F . Put a = 〈z〉 and l = i (z) . Then dimk (R/a) = −i (z) < ∞ . By Proposition 4.1, we conclude
that a ∈ F . Thus we can assume that bm ⊆ a , that is, z + bm ⊆ a . For every nonzero w ∈ (z + bm) ∩ Ri

we have w ∈ a ∩ Ri . It follows that w = yz and i (w) = i (y) + i (z) ≤ l thanks to Lemma 3.2. Hence
i
(
(z + bm) ∩Ri

)
⊆ (−∞, l] , which means that i is a continuous mapping. 2

The property of being an open subset for Ri (and also for R−1 ) fails to be true in general (see Section
1). If dim (Y ) ≤ 1 the continuity property from Theorem 4.3 holds also for Noetherian modules thanks to
Proposition 3.5.

5. Dedekind extensions
Let R = k [x] be a finitely generated k -algebra with an n -tuple x = (x1, . . . , xn) . If R is a domain of
dim (R) = 1 , then Spec (R) = Y ∪{ξ} with Y ⊆ An an algebraic curve that corresponds to the set of all nonzero
prime ideals of R (in fact they are maximal ideals), and the generic point ξ . If R is a Dedekind domain we
say that R/k is a Dedekind extension. Notice that Dedekind domains stand for nonsingular irreducible affine
curves [12, 1.5].

Lemma 5.1 Let R/k be a Dedekind extension. Then dimk (R/a) <∞ whenever a ⊆R is a nonzero ideal. In
this case, a = bm and |m| (a) = ρ (a) , R∗ = Ri , and for every z ∈ R∗ there exists w ∈ 〈z〉 such that k [w] ⊆ R

is an integral extension.

Proof By the main theorem of classical ideal theory (see Section 2.2) and Proposition 4.1, we deduce that
dimk (R/a) <∞ , a = bm with mj = vpj (a) for all j . Hence |m| (a) =

∑
p vp (a) = ρ (a) (see Section 2.2). In

particular, R∗ = Ri .
Take z ∈ R∗ and put a = 〈z〉 . By assumption, R = k [x] for an n -tuple x , and every xi is acting on the

finite-dimensional vector space R/a . By Cayley-Hamilton Theorem, pi (xi) = 0 on R/a for a monic polynomial
pi (ζ) ∈ k [ζ] . It follows that pi (xi)−yi = 0 for some yi ∈ a , that is, k [y] ⊆ R is integral with y = (y1, . . . , yn) .
In particular, dim (k [y]) = dim (R) = 1 [1, 15.25]. By Noether Nullstellensatz [1, 15.1] applied to the maximal
ideal 〈y〉 of k [y] results in w ∈ 〈y〉 such that k [w] ⊆ k [y] is integral. Notice that k is any field and the element
w obtained by Noether Nullstellensatz can be constructed by finitely many transformations yi → yi + ydj for a
suitable choice of integers d . It remains to note that 〈y〉 ⊆ a . 2

Thus F = I and ρ (a) = |m| (a) for every a ∈I whenever Y/k is a nonsingular algebraic curve. Now we
calculate dimk (R/a) in terms of ρ (a) .
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Lemma 5.2 Let R/k be a Dedekind extension of an algebraically closed field k . If a ∈ I then dimk (R/a) =

ρ (a) .

Proof By Lemma 5.1, dimk (R/a) < ∞ , a = bm = pm1
1 · · · pms

s and |m| (a) = ρ (a) (see Proposition 4.1).
Take p ∈ Spec (R/a) , that is, p = pj for some j . Note that Rp is DVR with its residue field Rp/m = R/p

(see (4.1)), which is a finitely generated k -algebra. By Zariski Nullstellensatz, we have R/p = k , that is, Rp

contains its residue field. Then dimk

(
Rp/m

l
)
= l for every positive integer l . One needs to use the fact that

Rp is DVR. Optionally, one can use the Cohen Structure Theorem [1, 22.58] (see Section 2.1). Namely, we have

Rp ⊆ R̂p = k [[ζ]] and v = v̂|Rp , where R̂p is the m-adic completion of Rp . Moreover, Rp/m
l is complete (the

filtration is vanishing) and Rp/m
l = R̂p/

〈
ζl
〉

. Using (4.1), we deduce that

R/pl = Rp/m
l = R̂p/

〈
ζl
〉
= k [[ζ]] /

〈
ζl
〉
=

l−1⊕
i=0

kζi,

that is, dimk

(
Rp/m

l
)
= l . Finally,

dimk (R/a) =

s∑
j=1

dimk

(
R/p

mj

j

)
=

s∑
j=1

mj = |m| (a) = ρ (a)

thanks to Proposition 4.1 and Lemma 5.1. 2

Now we can prove the main result of the paper.

Theorem 5.3 Let Y/k be an affine variety over a field k with its coordinate ring R . Then Y/k is an i-
variety iff Y is an irreducible curve over k . Moreover, if k is algebraically closed, then for the index function
i : R∗ → Z we have

i = −ρ|R∗,

where ρ is the multiplicity on the normalization R of R in the fraction field K of R . If M is a Noetherian
R -module and d = dimK (K ⊗R M) , then iM = di and iM : R∗ → Z is a continuos map whenever Z is
equipped with the left order topology.

Proof First assume that Y/k is an i -variety with its finite index function i : R∗ → Z . Then dimk (R/a) <∞
for every nonzero ideal a ⊆R . By Proposition 4.1, we have a ⊇ bm for a support m on R . In particular, every
nonzero prime p turns out to be maximal, that is, R is a Noetherian domain of dim (R) = 1 .

Conversely, if R/k is a Noetherian domain of dim (R) = 1 , and a ⊆R is a nonzero ideal, then
Spec (R/a) = Max (R/a) , which means that ℓR (R/a) <∞ . By Proposition 4.1, we deduce that dimk (R/a) <

∞ . In particular, i (z) = − dimk (R/ 〈z〉) < ∞ for every z ∈ R∗ . If y is an r -tuple of elements of R∗ with
r > 1 , then i (y) = 0 by Lemma 3.3. Using Theorem 4.3 and Proposition 3.5, we derive the formula for iM

whenever M is a Noetherian R -module.
Finally, put M = R to be the normal closure of R in K . Then M is a torsion-free R -module being a

domain, and

K ⊗R M = K ⊗R R = S−1R⊗R R = S−1R = S−1R = K
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[1, 11.32], where S = R−{0} . Using Corollary 3.6, we obtain that iM = i . But M is a Dedekind domain thanks
to Krull-Akizuki Theorem [1, 26.13]. By Lemma 5.2, the Dedekind extension M/k possesses the multiplicity
function ρ , and we have iM = −ρ . The rest is clear. 2

Remark 5.4 The formula i (z) = −ρ (z) fails to be true when k is not an algebraically closed field. The

equality R̂p = k [[ζ]] used in the proof of Lemma 5.2 does not hold. The related problems were investigated in
[17].

Corollary 5.5 Let M/k be a vector space over an algebraically closed field k , t a k -linear transformation
on M which defines a finitely generated k [X]-module structure on M , and let f (X) ∈ k [X] be a nonzero
polynomial. Then deg (f (X)) divides the index iM (f (t)) of the transformation f (t) acting on M .

Proof Put R = k [X] , which is a Dedekind domain. By assumption M is a Noetherian R -module.
By Theorem 5.3, i (f (t)) = −ρ (f (X)) = − deg (f (X)) (see Lemma 2.1) and iM (f (t)) = di (f (t)) with
d = dimK (K ⊗R M/T (M)) . 2

Remark 5.6 Actually, the assertion of Corollary 5.5 can be derived from the theory of elementary divisors in
the classification of finitely generated modules over PID [1, 5.38], [2, 7.4]. Namely, based on [2, 7.4.3 Theorem
2] one can reduce the computation of iM (f (t)) to the case of a free R -module M of finite rank, thereafter it
turns out to be a multiple of i (f (t)) .

Remark 5.7 All key results of the paper can easily be proved for the graded Noetherian modules just using
homogeneous elements of the related graded ring R . If k is an algebraically closed field, Y/k is a projective
nonsingular curve in Pn and f ∈ R∗ is a homogenous element representing a homogenous polynomial f (X) ∈
k [X] , then

i (f) = − deg (Y ) deg (f (X)) .

Indeed, by scheme-theoretical version of Bezout’s Theorem [12, 1.7.8], we have deg (Y ) deg (H) =
∑s

j=1 i (Y,H : pj)

is the sum of multiplicities of the intersection Y ∩H = {p1, . . . , ps} , where H = Z (f (X)) is the hypersurface
in Pn given by f (X) . In this case deg (H) = deg (f (X)) . But −i (f) = ρ (f) =

∑s
j=1 i (Y,H : pj) thanks to

Theorem 5.3.

For illustration of Theorem 5.3, consider an example of an elliptic curve Y =
{
y2 = x3 − x

}
in A2

(char (k) 6= 2), which is a nonsingular variety. In this case, R = k [x, y] with its polynomial subalgebra k [x] .
Notice that y is integral over the subalgebra k [x] , and x, y are irreducible elements of R (see [12, 1.6, Exer
6.2]) If λ + µy ∈ 〈x〉 in R then λ = µ = 0 . Taking into account that y2 ∈ 〈x〉 , we deduce that i (x) = −2 .
Further, R/ 〈y〉 = spank

{
1, x, x2

}
. If x2 = λ + µx in R/ 〈y〉 for some λ, µ ∈ k , then λ ∈ 〈x, y〉 in R , which

means that λ = 0 (note that 0 ∈ Y ). Moreover, x2 − µx = fy implies that fy ∈ 〈x〉 , which is a prime ideal.
Hence f ∈ 〈x〉 or x− µ ∈ 〈y〉 . As above µ = 0 . Thus i (y) = −3 .

Based on Remark 5.7, we can see that −i (y) is the number of intersection points of the x -axis with
Y whereas −i (x) represents the intersection of the y -axis with Y counted with multiplicities. In particular,
i (xsyt) = −2s − 3t for all s, t ≥ 0 (see Lemma 3.2). Finally, i (x, y) = 0 , H0 (x, y) = H1 (x, y) = k and
H2 (x, y) = 0 for the homology groups of Kos ((x, y) , R) .
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