
Turk J Phys

(2013) 37: 304 – 311

c⃝ TÜBİTAK

doi:10.3906/fiz-1211-3

Turkish Journal of Physics

http :// journa l s . tub i tak .gov . t r/phys i c s/

Research Article

Theoretical modeling and numerical solutions of some standard

thermoluminescence detector crystals

Erdem UZUN∗
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Abstract: MCP-100, MYS-N, MTS-7, MTS-100, and MCP-N standard thermoluminescence detector materials are

annealed and irradiated. Glow curves and all trap parameters are determined. For these materials new theoretical

energy band models are suggested and differential equations governing the charge carrier traffics are derived. The

equations are solved by using computer-based numerical methods. During the simulations, experimental data measured

in the previous step are given to computer code as the initial conditions. Experimental and numerical results show

that the electron-band structures of standard thermoluminescence crystals are represented fairly well by the suggested

models.
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1. Introduction

Thermoluminescence (TL) is an established method for radiation dosimetry and in spite of its great success

different difficulties are associated with its application [1–3]. The main problem is the calculation of the

fundamental trap parameters [4]. To overcome this problem, TL models and their exact or the nearest solutions

must be present. For this purpose, lots of numerical solutions are reported by researchers in the literature.

Firstly, a graphical method was given by Cowell and Woods [5] for evaluating the activation energy. In essence,

the method of determining the trapping parameters utilizes some equations derived by the researchers. They

reported that an excellent fit between the theoretical and experimental curves was obtained by using the

proposed method. They also illustrated its application to some experimental results obtained from CdS crystals,

but the method is very long and complex. A numerical method has been also given by Mohan and Chen [6,7].

Their procedure for this was as follows. Once the glow curve is measured, an estimate for E is obtained by

using one of the known methods and a theoretical curve is plotted. Then maximum intensity is adjusted so that

the experimental and theoretical curves coincide. The fitting of the rest of the curve is then checked. A value

of E is chosen and the procedure is repeated until the desired fit is obtained. Their method was checked both

for numerically generated peaks and experimental TL curves of NaCl and ZnS:Er3+ samples. They reported

that results are in good agreement with the given values of activation energies in the former case and values

calculated. Moscovitcht et al. [8] described a computerized first-order kinetics glow peak analysis technique that

involves electronic transfer of the glow curve data to a microprocessor followed by first-order kinetic analysis of

peaks. However, this technique is suggested only for LiF TL crystals. Bull [9] suggested and solved numerically

the system of rate equations that describes the localized transition model. By using this model 2 extreme cases
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were studied. Firstly transitions to and from the conduction band were neglected and only localized transitions

allowed. Secondly this restriction was lifted and the competition between TL transitions from the conduction

band and the excited state was examined. The equations were solved by using a special computer code and thus

first-order glow curves were obtained for the entire trap parameters. Sunta et al. [10] calculated numerically TL

glow peaks for a one-trap-one-recombination-center model using a generalized approach. It this method, glow

peaks are fitted to the general-order kinetics model and the values of the kinetic parameters are determined

by finding the best fit. Singh et al. [11] have proposed a modification of the existing equation of mixed-order

kinetics. In their study, a new set of expressions was presented for the evaluation of the activation energy.

Vejnovic et al. [12] introduced a new approach in which the equation that describes general-order kinetics is an

interpolating function between analogous equations for first- and second-order kinetics. They also proposed a

new theoretical method for calculation of parameters and the method is based on the determination of the glow

curve maximum, and the effective values of half-width and part of the half-width on the higher temperature side.

Similar studies have been conducted by many others [13–34]. It is clear from the above literature that there are

some general constraints used in all these studies. In addition, these methods are rather long and troublesome

and therefore it is not possible to obtain accurate results. For these purposes, in this work, computer-based

new numerical solutions are performed but no simplifications are used.

2. Thermoluminescence models

Randall and Wilkins [35,36], Garlick and Gibson [37], May and Partigle [38], and many others [39,40] gave

analytical descriptions of glow peaks. According to these models, the shape, position, and intensity of glow

peaks are related to various trapping parameters. These parameters include the order of kinetics (b), the

activation energy E (eV), the frequency factor S (s−1), and the heating rates β (K s−1) [1,2,6]. Detailed

information about the models can be found in the literature [1,2,35–40].

2.1. The method

Numerical solutions of the differential equations by using computer code are an objective and accurate method

for evaluating trap parameters. In addition, using the numerical solutions of the differential equations not only

for first-order kinetics but also the method is extended to the case of second- or mixed-order kinetics.

In this paper, differential equations governing the charge carrier traffic for all the TL models mentioned

above are solved numerically by using special code running on the Mathematica 8.0 computer program. Sim-

ulations are done in 3 stages. The first stage is the filling of traps; in this stage the filling of traps under a

given intensity of an ionizing radiation is discussed. At the end of this stage, free charge carriers generated

by irradiation in the conduction and valence bands are presented. The second stage is relaxation; during this

stage the differential equations present the relationships between the number (per unit volume) of electrons in

the conduction band nc(T, t) and traps n (T,t), holes in the valence band nv(T, t) and recombination centers

r(T, t), all as functions of time and temperature. At the end of this stage there are no electrons in the conduc-

tion band and all electrons are trapped by electron trap levels or recombination centers. The third stage is the

heating stage; in this stage the excitation of the sample is carried out when the temperature of the specimen is

high enough so that trapped electrons are raised thermally to the conduction band.

2.2. Theoretical modeling and experimental comparisons

In this section, firstly experimental glow curves of some standard TL detector crystals were performed, the

numbers of trap energy levels were determined, and experimental trap parameters were calculated. For these
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purposes, MCP-100 (LiF: Mg, Cu, P), MYS-N (LiF-N: Mg, Ti), MTS-7 (LiF: Mg, Ti, 7Li-enriched), MTS-100

(LiF: Mg, Ti), and MCP-N (LiF: Mg, Cu, P, natural abundance) (http://www.tld.com.pl/tld/products.html)

standard TL detector crystals were annealed at 400 ◦C for 5 min and thus the effect of residual radiation

was eliminated. Then the crystals were cooled to room temperature and were irradiated by Sr-90 beta source.

Full glow curves of the irradiated crystals were obtained by using a semiautomatic TLD reader model RE-

2000-s system in Karamanoğlu Mehmetbey University Department of Physics TL laboratory. All glow curves

were analyzed by computerized glow curve deconvolution [41–43] and all trap parameters were determined.

Experimental trap parameters are summarized in the Table.

Table. Experimental trap parameters of the standard dosimeter crystals.

MCP-100 MCP-N MTS-7 MTS-100 MYS-N

Peak 1
E (eV) 1.48 ± 0.05 1.22 ± 0.05 1.26 ± 0.05 1.27 ± 0.05 1.22 ± 0.05

Ln [s] (s−1) 31.07 ± 1 25.21 ± 1 34.98 ± 1 35.23 ± 1 33.86 ± 1

Peak 2
E (eV) - - 1.59 ± 0.05 1.53 ± 0.05 1.61 ± 0.05

Ln [s] (s−1) - - 41.05 ± 1 39.35 ± 1 41.39 ± 1

Peak 3
E (eV) - - 1.71 ± 0.05 1.73 ± 0.05 1.84 ± 0.05

Ln [s] (s−1) - - 40.77 ± 1 41.33 ± 1 44.24 ± 1

Peak 4
E (eV) - - 2.14 ± 0.05 2.05 ± 0.05 2.01 ± 0.05

Ln [s] (s−1) - - 48.31 ± 1 46.15 ± 1 47.81 ± 1

Then, in the light of the experimental results, new theoretical energy-band models were suggested for

each standard crystal. Model 1 was suggested for MCP-100 and MCP-N; it has only 1 electron trap center.

Model 2 was suggested for MTS-7, MTS-100, and MYS-N; it has 4 electron trap centers. The models are shown

in Figure 1, where E i is the trap depth of the ith trap, s i is the frequency to escape, and Ani is the probability

of transitions.
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Figure 1. Energy-band diagrams of Models 1 and 2.

306



UZUN/Turk J Phys

In addition, differential equations governing the charge carrier traffics were derived for each model. The

equations are generalized and presented in Eqs. (1)–(3).

dni

dt
= −ni × si × exp

(
− Ei

k × T

)
+ nc × (Ni − ni)×Ani (1)

i = 1, 2, 3, 4

dnc

dt
= −

4∑
i=1

dni

dt
− nc × (Nh − nh)×Ah − nc ×

(
nh + nc +

4∑
i=1

ni

)
×Ar (2)

ITL = nc ×

(
4∑

i=1

ni + nh + nc

)
×Ar (3)

Then numerical solutions of these equations were performed via a special code running on the Mathematica 8.0

computer program with the initial conditions given in the Table for each crystal. Experimental and numerical

glow curves are presented in Figure 2.
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Figure 2. Experimental and numerical glow curves.
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Figure 2. Continued.
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Figure 2. Continued.
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3. Conclusions

This study primarily focused on theoretical models explaining the mechanism of TL and differential equations

given by these models are resolved numerically. During the numerical analysis no assumptions have to be made,

and so the results are more general and accurate. The trap parameters determining the TL glow are changed in

a broad range but realistically. This experimental work has clearly shown that MCP-100 and MCP-N standard

TL detector crystals have only 1 electron trap level while MYS-N, MTS-7, and MTS-100 have 4 electrons trap

levels. Model 1 is suggested for 1 trap level and model 2 is suggested for 4 trap levels. Differential equations

governing the charge carrier traffics were derived for each model and solved for each standard crystal numerically.

Experimental data from the Table were used as initial conditions for the numeric solutions. Experimental and

numerical glow curves are in good agreement with each other (FOM = 3.6 for MCP-100, FOM = 6.2 for MCP-

N, FOM = 1.99 for MTS-7, FOM = 2.73 for MYS-N, FOM = 2.19 for MTS-100) and thus the electron-band

structures of standard TL crystals are represented fairly well by the suggested models.
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