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Abstract

In this paper the method of multiple scales is used to derive an integrable matrix
non-linear Schrödinger equation (MNLS) as an amplitude equation from the Matrix
Korteweg-de Vries equation (MKdV) associated with symmetric spaces. Then the
integrability of the MNLS equation is deduced by the derivation of the spectral
problem for the MNLS equation from the spectral problem for the MKdV equation.

1. Introduction

It is well known that a multiple scales analysis of the KdV equation (and, indeed a
wide variety of equations) leads to the NLS equation for the modulated amplitude. In [11]
Zakharov and Kuznetsov (ZK) considered the derivation of the NLS equation from the
KdV equation so as to study both infinite line and periodic spectral properties of these
equations and showed a much deeper correspondence between these integrable equations
not only on the level of the equation but also on the level of the linear spectral problem.

In this paper the multiple scales expansion method proposed by ZK [11] is consid-
ered for deriving a matrix nonlinear Schrödinger equation (MNLS) from the matrix KdV
(MKdV) equation associated with symmetric spaces. We introduce a multiscale (ε) ex-
pansion into the MKdV equation and then balance the resultant equation in leading order
in ε for each of the end terms in the expansion. In particular, we consider n = 0, 1, 2
in the derivation of the MNLS equation from the MKdV equation. We finally give the
spectral problem for the MNLS equation derived by the spectral problem for the MKdV
equation considering n = ±1,±3.

In Section 2 we present some background material on the Matrix KdV equation and
its spectral problem. In Sections 3 and 4, following ZK [11], we construct the NLS matrix
system [5] and the corresponding spectral problem associated with a given symmetric
space, starting with both the matrix KdV system and the corresponding spectral problem
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associated with the same symmetric space [1].
Throughout the paper we make extensive use of Reduce [6] to calculate and simplify

our results.

2. Matrix KdV Equation

The matrix KdV equation is in the form

ut = 3(u2)x + uxxx. (1)

The spectral problem for (1) is given by the system of equations:

LΦ = (∂2 + u)Φ = λΦ, (2)

Φt = PΦ = (4∂3 + 6u∂ + 3ux)Φ, (3)

where u is a N ×N matrix of functions and Φ is an N -dimensional column vector (see
[11, 10, 2, 4]).

In general, the matrix KdV equation (1) is a system of N2 coupled (scalar) equations,
but often only the symmetric case is considered, reducing the number of equations to
1
2N(N + 1).

Athorne and Fordy [1] associated a matrix KdV equation with each of the Hermitian
symmetric spaces giving rise to the significantly reduced sub systems of (1). This class
of equations is the reductions of the third-order isospectral flow of the linear scattering
problem presented in Fordy and Kulish [5] in the context of generalized NLS equations.

We now consider some special matrices for u.

3. Derivation of Matrix NLS Equation Associated with Hermitian Symmetric
Spaces

In this section we briefly remind the reader of the original Zakharov-Kuznetsov calcu-
lation to derive the Matrix NLS Equation associated with the Hermitian symmetric space,
starting with the Matrix KdV Equation associated with the same Hermitian symmetric
space [11].

3.1. The Case N = 2 and u Hermitian

We consider the Hermitian matrix

u =
(
u1 z
z∗ u2

)
, (4)

where u1, u2 are real and z∗ is the complex conjugate of z [11].
Under these assumptions Eq. (1) is equivalent to the system:

u1t = u1xxx + 3(u2
1 + |z|2)x,

u2t = u2xxx + 3(u2
2 + |z|2)x,

zt = zxxx + 3[(u1 + u2)z]x. (5)
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System (5) has the simple exact solution

u1 = a1, u2 = a2, z = ei(kx−ω(k)t), (6)

where the dispersion relation is defined by

ω(k) = k3 − 3k(a1 + a2)

and a1, a2 are arbitrary constants. We may perform a separation of scales for system
(5) considering solutions locally close to solution (6). Introduce a scale parameter ε
dependence assuming

u1 = a1 + ε2v1(ξ, τ), u2 = a2 + ε2v2(ξ, τ),
z = εei(kx−ω(k)t)q(ξ, τ), ξ = εx, τ = −3kε2t. (7)

Substituting these into the first two equations of (5), as ε→ 0, we find

v1 = − 1
2a1
|q|2 + f, v2 = − 1

2a2
|q|2 + g, (8)

where f, g are constants of integration. Substituting (7) into the third equation of (5), as
ε→ 0, we find

at order ε : k2 = a1 + a2,

at order ε3 : qr − iqξξ − iq(v1 + v2) = 0. (9)

Using (8) we transform (9) into the NLS equation which is given by

iqτ + qξξ −
k2

2a1a2
q|q|2 = 0. (10)

3.1.1. The Linear Spectral Problem

Let us now consider the spectral problem given by (2) and (3), for which u1 and u2

are represented as before, and assume that Φ = (Φ1,Φ2)T will be found in the form

Φ1(x, t) = ei(p+k/2)x+i(r+ω(k)/2)tΠ1(ξ, τ),
Φ2(x, t) = ei(p−k/2)x+i(r−ω(k)/2)tΠ2(ξ, τ).

Here p and r are unknown constants. Equations (2) and (3) are considered in the λ-plane
near the point λ = λ2

0 which, together with constants p and r, are determined from the
requirement of vanishing in (2) and (3) the terms of zero order in ε. From (2) we have

−
(
p +

k

2

)2

+ λ2
0 + a1 = 0, −

(
p− k

2

)2

+ λ2
0 + a2 = 0,
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from which

p =
(a1 − a2)

2k
=

(2a1 − k2)
2k

, λ0 =
a1(a1 − k2)

k2
=
−1
2α

,

where

α =
k2

2a1a2
=

k2

2a1(k2 − a1)
.

Now, by setting λ = λ0−µε/λ0 and taking the limit as ε→ 0 in (2), we obtain the system

2i
(
p+

k

2

)
∂Π1

∂x
+ ΦΠ2 = µΠ1,

2i
(
p− k

2

)
∂Π2

∂x
+ Φ?Π1 = µΠ2,

which represents one of the possible versions of the operator L for NLS equation (10).
Similarly, one can find the operator P for the NLS equation (10) from the requirement

of equating the leading zero order terms to zero in ε taking r = 2p3 [11].

3.2. The Case When N = n and u are Hermitian

We separate the diagonal part in u = uij by taking

uij = uiδij + zij, zii = 0, (11)

and introduce n real numbers ai, (i = 1, 2, . . . , n) (see [11]). Moreover, introduce a
scaling parameter ε dependence, assuming

ui = a2
i + ε2vi(ξ, τ), ξ = εx, τ = 3εt,

zij = εkei(ai−aj)x−2i(a3
i−a

3
j)tZij(ξ, τ). (12)

We now substitute (11) and (12) into (1) and take the limit as ε → 0. For i 6= j there
occurs the following closed set of equations for Zij = Z∗ji:

∂

∂τ
Zik + 2aiak

∂

∂ξ
Zik + 2i(ai − ak)

n∑
j=1

ZijZjk = 0. (13)

System (13) is a special case of the hyperbolic nonlinear system for N -waves (N =
1
2n(n− 1)). In order to find operators L and P for this system, let us turn to system (2)
and (3) in which Φ represents a column of n elements. Let us assume for them

Φi = ei(aix−2a3
i t)Ψi(ξ, τ), λ2 = εµ. (14)

Substituting (11), (12) and (14) into (2) and (3), and then setting ε→ 0, we find

µΨk + 2iak
∂

∂ξ
Ψk +

n∑
j=1

ZkjΨj = 0,
∂

∂τ
Ψk − 2a2

k

∂

∂ξ
Ψk +

n∑
j=1

(ak − aj)ZkjΨj = 0. (15)
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System (13) is the compatibility condition for system (15).
Now let us obtain a vector analogue of the NLS equation from the matrix KdV equa-

tion (see [7]). Set u in the matrix form defined according to (12) and then assume

u1 = a1 + ε2v(ξ, τ), ui+1 = a2 + ε2vi(ξ, τ),

z1,i+1 = εei(kx−2k3t)Zi(ξ, τ), zi+1,j+1 = ε2Zij(ξ, τ),

ξ = εx, τ = −3ε2t, a1 + a2 = k2, i, j = 1, 2, . . .n− 1.

Substituting these into (1) and taking the limit ε→ 0, we obtain

Zij = −Z
∗
i Zj
2a2

, vi = −|Z|
2

2a2
, v = − 1

2a1

n−1∑
i=1

|Z|2.

We now have a system of equations for Zi

i
∂Zi
∂τ

+
∂2Zi
∂ξ2

− α
n−1∑
k=1

|Zk|2 Zi = 0, (16)

where α = k2

2a2a1
as before. Operators L and P for the equation (16) can be easily deduced

from (2) and (3) by analogy with the operators L, P for the system of N -waves [11].

4. Derivation of the Matrix NLS Equation Associated with Symmetric Spaces

We now derive the Matrix NLS systems [5] associated with the symmetric space,
starting with the Matrix KdV systems associated with the same symmetric space [1].

4.1. The Case N = 2 with u as a 2× 2 Symmetric Matrix

We now consider (following [1]) the symmetric matrix

u =
(
u1 u3

u3 u2

)
, (17)

where u1, u2, u3 are functions of x and t. In terms of the symmetric space coordinates u
(17) the associated matrix KdV equation (1) is equivalent to the system

u1t = u1xxx + 3(u2
1 + u2

3)x,
u2t = u2xxx + 3(u2

2 + u2
3)x,

u3t = u3xxx + 3[(u1 + u2)u3]x. (18)

Let us seek the solution to system (18) in the form

uj(x, t) =
∞∑

n=−∞
ujn(x, t)einθ for j = 1, 2, 3,
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θ(x, t) = kx− ω(k)t, ω(k) = k3. (19)

Then we introduce a scaling parameter ε dependence by assuming

ujn(x, t) = εα(n)vjn(ξ, τ), for j = 1, 2, 3,
α(0) = 2, α(n) = |n|, for n 6= 0,

ξ = ε

(
x− dω(k)

dk
t

)
= ε(x− 3k2t), τ = −1

2
ε2
d2ω(k)
dk2

t = −3ε2kt. (20)

Substituting (19) into (18) and equating coefficients at each einθ separately and then
using (20), we obtain three infinite series in the powers of ε for each n:(
−3k2ε

∂

∂ξ
− 3kε2

∂

∂τ
− ink3

)
εα(n)v1n =

(
ε
∂

∂ξ
+ ink

)3

εα(n)v1n + 3
(
ε
∂

∂ξ
+ ink

)
∞∑

m=−∞
εα(m)+α(n−m)(v1mv1n−m + v3mv3n−m),

(
−3k2ε

∂

∂ξ
− 3kε2

∂

∂τ
− ink3

)
εα(n)v2n =

(
ε
∂

∂ξ
+ ink

)3

εα(n)v2n + 3
(
ε
∂

∂ξ
+ ink

)
∞∑

m=−∞
εα(m)+α(n−m)(v2mv2n−m + v3mv3n−m),

(
−3k2ε

∂

∂ξ
− 3kε2

∂

∂τ
− ink3

)
εα(n)v3n =

(
ε
∂

∂ξ
+ ink

)3

εα(n)v3n + 3
(
ε
∂

∂ξ
+ ink

)
∞∑

m=−∞
εα(m)+α(n−m)(v1m + v2m)v3n−m. (21)

Now let ε→ 0 and consider the leading order terms at minimal powers of the parameter
ε for each n. It is sufficient to consider the case n ≥ 0. Except for case n = 1, the system
(21) is significantly reduced as ε→ 0 converting into explicit expressions for corresponding
vjn. In particular:
(i) For the case n = 0: At order ε3, we find

v10 =
−2
k2

(|v11|2 + |v31|2) + f10,

v20 =
−2
k2

(|v21|2 + |v31|2) + f20,

v30 =
−1
k2

((v21 + v11)v∗31 + v31(v∗11 + v∗21)) + f30, (22)

where f10, f20, f30 are constants of integration which will be selected as zero to get the
matrix NLS equation.
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ÖZER

(ii) For the case n = 1: At order ε3, we find

−∂v11

∂τ
= i

∂2v11

∂ξ2
+ 2i(v11v10 + v∗11v12 + v∗31v32 + v31v30),

−∂v21

∂τ
= i

∂2v21

∂ξ2
+ 2i(v∗21v22 + v32v

∗
31 + v21v20 + v30v31),

−∂v31

∂τ
= i

∂2v31

∂ξ2
+ i(v∗31(v12 + v22) + v32(v∗21 + v∗11) +

v31(v10 + v20) + v30(v11 + v21)). (23)

(iii) For the case n = 2: At order ε3, we find

v12 =
1
k2

(v2
11 + v2

31), v22 =
1
k2

(v2
21 + v2

31), v32 =
1
k2

(v21 + v11)v31. (24)

Equations (22), (23) and (24) may be used to find the matrix NLS equation in the
ξτ -coordinates by assuming the following form of q1(ξ, τ), q2(ξ, τ), q3(ξ, τ):

q1 =
v11

k
, q2 =

v31

k
, q3 =

v31

k
, (25)

iq1τ = q1ξξ − 2q1(|q1|2 + 2|q3|2) − 2q2
3q
∗
2 ,

iq2τ = q2ξξ − 2q2(|q2|2 + 2|q3|2) − 2q2
3q
∗
1 ,

iq3τ = q3ξξ − 2q3(|q3|2 + |q1|2 + |q2|2) − 2q1q2q
∗
3 . (26)

The matrix NLS equation (26) can be written in the following matrix form:

i

(
q1 q3

q3 q2

)
τ

=
(
q1 q3

q3 q2

)
ξξ

− 2i
(
q1 q3

q3 q2

)(
q1 q3

q3 q2

)∗(
q1 q3

q3 q2

)
.

We therefore get the matrix NLS equation (26) associated with the symmetric spaces [5]
by starting the matrix KdV equation (18) associated with the symmetric coordinates. We
now consider the associated spectral problem to symmetric spaces for the matrix KdV
equation (18) and find it for the matrix NLS equation (26).

4.1.1. The Linear Spectral Problem

Inserting (17) and Φ = (Φ1,Φ2)T into (2) and (3), we can write the spectral problem
in the form:

Φ1xx + (u1 − λ)Φ1 + u3Φ2 = 0,
Φ2xx + (u2 − λ)Φ2 + u3Φ1 = 0. (27)

Φ1t = 4Φ1xxx + 6(u1Φ1x + u3Φ2x) + 3(u1xΦ1 + u3xΦ2),
Φ2t = 4Φ2xxx + 6(u3Φ1x + u2Φ2x) + 3(u3xΦ1 + u2xΦ2). (28)
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As before, we represent uj , (j = 1, 2, 3) in the form of (19) with (20) and assume

Φj(x, t) =
∞∑

n=−∞
Πjn(x, t)ejnθ(x,t)/2, (29)

where the summing up is taken over the odd n and j = 1, 2. Let us introduce a scaling
parameter ε dependence into (29) by assuming

Πjn(x, t) = ε(|n|−1)/2Φjn(ξ, τ), λ = −
(
k

2
− µε

)2

, (30)

where ξ and τ are given by (20) and µ is an arbitrary constant.
Substituting (19) with (29) into (27) and equating coefficients at every einθ/2 sepa-

rately, and then using (20) and (30), we obtain two series in the powers of ε for each
n: (

ε
∂

∂ξ
+
ink

2
− λ2

)
ε(|n|−1)/2Φ1n +

∞∑
m=−∞

εα(m)+(|n−2m|−1)/2

(v1mΦ1n−2m + v3mΦ2n−2m) = 0,(
ε
∂

∂ξ
+
ink

2
− λ2

)
ε(|n|−1)/2Φ2n +

∞∑
m=−∞

εα(m)+(|n−2m|−1)/2

(v2mΦ2n−2m + v3mΦ1n−2m) = 0. (31)

Taking limit ε→ 0 we end up with the following results for n = ±1,±3:
(i) For the case n = ±1: At order ε, we find:

i
∂

∂ξ
Φ11 +

1
k
(v11Φ∗11 + v31Φ∗21) = µΦ11,

i
∂

∂ξ
Φ21 +

1
k
(v21Φ∗21 + v31Φ∗11) = µΦ21, (32)

with their complex conjugates.
(ii) For the case n = ±3, we find:

Φ13 =
1

2k2
(v11Φ11 + v31Φ21) =

1
2k

(q1Φ11 + q3Φ21),

Φ23 =
1

2k2
(v31Φ11 + v21Φ21) =

1
2k

(q3Φ11 + q2Φ21), (33)

with their complex conjugates.
Similarly, substituting (19) with (29) into (28) and equating coefficients at every einθ/2

separately and then using (20) and (30), we obtain two infinite series in the powers of ε for
each n. Then if we let ε→ 0 and consider the leading order terms for cases n = ∓1,∓3,
we have the following:
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(i) For the case n = 1: At order ε2, we find

∂Φ11

∂τ
= −i∂

2Φ11

∂ξ2
− 1
k

(
v11

∂Φ∗11

∂ξ
+ v31

∂Φ∗21

∂ξ

)
− 1

2k

(
∂v11

∂ξ
Φ∗11 +

∂v31

∂ξ
Φ∗21

)
− i

2
(v10Φ11 + v30Φ21)− i(v∗11Φ13 + v∗31Φ23),

∂Φ21

∂τ
= −i∂

2Φ21

∂ξ2
− 1
k

(
v31

∂Φ∗11

∂ξ
+ v21

∂Φ∗21

∂ξ

)
− 1

2k

(
∂v31

∂ξ
Φ∗11 +

∂v21

∂ξ
Φ∗21

)
− i

2
(v30Φ11 + v20Φ21)− i(v∗31Φ13 + v∗21Φ23). (34)

(ii) For the case n = −1; At order ε2, we find the complex conjugate of (34).
(iii) For the cases n = ±3, we obtain (33) and its complex conjugate respectively.

At n = ±1 by using (25) we obtain the operator L and P for the matrix NLS equation
(26), respectively:(

Φ1

Φ∗1

)
ξ

= i

(
−µ Q
−Q∗ µ

) (
Φ1

Φ∗1

)
,(

Φ1

Φ∗1

)
τ

= −2
[
i

(
1 0
0 −1

)
∂2

∂ξ2
+
(

0 Q
Q∗ 0

)
∂

∂ξ
+

1
2

(35)(
i(QQ∗ + v0) Qξ

Q∗ξ −i(v0 +Q∗Q)

)] (
Φ1

Φ∗1

)
where Φ1 = (Φ11,Φ21)T ,Φ∗1 = (Φ∗11,Φ∗21)T ,

Q =
(
q1 q3

q3 q2

)
, µ = µ

(
1 0
0 1

)
, v0 = −(QQ∗ +Q∗Q) =

(
v10 v30

v30 v20

)
,

and

v10 = −2(|q1|2 + |q3|2), v20 = −2(|q2|2 + |q3|2),
v30 = −((|q1 + q2)q∗3 + (q∗1 + q∗2)q3).

4.2. The General N ×N Symmetric Matrix Case

This derivation can be generalized to N-dimensions by starting the matrix KdV equa-
tion in order to get Matrix NLS equation, associated with symmetric matrix spaces. We
now consider (following [1]) N × N symmetric matrix and separate diagonal part by
taking

u = uij = uiδij + zij , zii = 0, (36)

with
zij = zji = uk, k = N + 1, . . . ,

1
2
N(N + 1), i, j = 1, . . . , N,
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and uj are functions of x and t.
We seek the solution to the associated matrix KdV equation (1) in terms of the

symmetric space coordinates u (36) in the form

uj(x, t) =
∞∑

n=−∞
ujn(x, t)einθ for j = 1, . . . ,

1
2
N(N + 1),

where θ(x, t) is given by (19). We then introduce a scaling parameter ε dependence by
assuming (20) with j = 1, . . . , 1

2N(N + 1).
Substituting these into (1) and equating coefficients at each einθ separately and then

using (20), we obtain 1
2N(N+1) infinite series in the powers of ε for each n. We let ε→ 0

and consider the leading order terms at minimal powers of the parameter ε for each n.
It is sufficient to consider the case n ≥ 0. Except for the case n = 1, the system (21) is
significantly reduced as ε → 0 converting into explicit expressions for corresponding vn.
In particular:
(i) For the case n = 0: At order ε3, we find

v0 =
−1
k2

(v1v
∗
1 + v∗1v1) + f , (37)

where f , being N × N symmetric matrix of the form (36), is a constant of integration
which will be selected as zero to get the matrix NLS equation (40).
(ii) For the case n = 1: At order ε3, we find

−∂v1

∂τ
= i

∂2v1

∂ξ2
+ 2i(v0v1 + v2v

∗
1), (38)

with complex conjugates.
(iii) For the case n = 2: At order ε3, we find

v2 =
1
k2
v2

1, (39)

vj are N ×N symmetric matrix of the form (36), given by

v0 =
(
v10 v30

v30 v20

)
, v1 =

(
v11 v31

v31 v21

)
, v2 =

(
v12 v32

v32 v22

)
for N = 2.

We now use equations (37), (38) and (39) to find the matrix NLS equation in the
ξτ -coordinates

iQτ = Qξξ − 2QQ∗Q, (40)

by assuming the following form of
Q =

v1

k
, (41)
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with Q being an N ×N symmetric matrix of the form (36).
We therefore get the matrix NLS equation (40) associated with the symmetric spaces

[5] by starting the matrix KdV equation (1) associated with the symmetric space coordi-
nates.

4.2.1. The Linear Spectral Problem

We consider the associated spectral problem to symmetric spaces for the matrix KdV
equation (1), defined by (2) and (3), with the matrix u (36). As before, we represent
uj , (j = 1, . . . , 1

2N(N + 1)) in the form of (19) and assume

Φm(x, t) =
∞∑

n=−∞
Πmn(x, t)emnθ(x,t)/2, (42)

where the sum up is taken over the odd n and m = 1, . . . , N . We also introduce a scaling
parameter ε dependence into (42) by assuming

Πmn(x, t) = ε(|n|−1)/2Φmn(ξ, τ), λ = −
(
k

2
− µε

)2

, (43)

where ξ and τ are given by (20) and µ is an arbitrary constant.
In a similar way we obtain the operator L and P for the matrix NLS equation (40)

which are given by (35) with Φ1 = (Φ11, . . . ,ΦN1)T , Q being anN×N symmetric matrix
of the form (36),

µ = µI, v0 = −(QQ∗ +Q∗Q).

5. Conclusion

We have used the multiple scales method to derive the integrable system of matrix NLS
equation, together with the corresponding spectral problem from the integrable system
of matrix KdV equation. Starting with the KdV systems associated with symmetric
spaces [1], we derive the NLS systems [5] associated with the same symmetric spaces.
For instance, starting with the coupled KdV system, isospectral to an energy-dependent
Schrödinger operator, we derive a new integrable system of NLS equations together with
the corresponding spectral problem. The details are given in [3, 9].
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