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1. Introduction
Due to some advantages of the factorial experiments they 
are commonly conducted by scientists and researchers 
wishing to investigate the effect of two or more independent 
variables on a single dependent variable almost in all 
branches of applied sciences [1–3]. In factorial experiments, 
although evaluating the interaction effect is essential, it is 
noticeable that many researchers only do consider main 
effects rather than interaction effects even if significant 
interaction effect. And, it has been also noticed that many 
researchers are still unable to analyze and interpret the 
factorial experiments in a proper way [1,3, 4–7]. However, 
ignoring the significant interaction effect(s) may cause 
crucial problems especially in the stage of interpreting the 
results and making inferences. It is because when there is 
a significant interaction effect, the factors are dependent, 
and thus, the combinations of the levels of the factors may 
affect the data in various ways [3–6, 8–11]. 

On the other hand, although trying to interpret the 
main effects are always not appropriate in the presence 
of interaction (Figure 1 and Figure 2), in some cases, 
interpretation of the main effects can be meaningful even 
if the interaction effect is significant. For example, consider 
a study that was carried out to investigate the effect of two 
different ration types on the live weight gain of the lambs 
in two different breeds and suppose there is a significant 

interaction between ration type and breed (ration type × 
breed interaction). For such cases, since the effect of ration 
type on live weight gain will be different for the lambs in 
breed 1 and breed 2, trying to make a general statement 
about the effect of ration type and breeds separately (main 
effects) will be misleading. Therefore, a significant main 
effect of the ration type does not necessarily indicate that 
the live weight gain of the lambs who fed with ration 1 is 
significantly higher than that of the lambs who fed with 
ration 2. In this case, there will be two simple effects of 
the ration types: the effect of ration types for breed 1 and 
the effect of ration types for breed 2. Since the presence of 
interaction means that the main effect is not representative 
of the simple effects, the effect of the ration type should 
be compared for each breed separately. As a result, when 
a researcher wants to know whether a factor has an effect 
at each level of a second factor, he/she should test the 
simple effects. It is possible to see these situations from the 
interaction plots (Figure 1 and Figure 2) easily.

The crossed lines on the figure suggest that there may 
be a ration × breed interaction effect. However, it should 
not be forgotten that the final result will be reached by 
hypothesis testing procedure (p-value) [3,7,12]. For 
example, Figure 1 shows that the live weight gains of the 
lambs in the breed 1 are higher when the first ration type 
is used. Conversely, the live weight gains of the lambs 
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in breed 2 are higher when the second ration type is 
used. Therefore, the desired live weight gains will not be 
achieved for such cases if the lambs in breed 1 feed with 
the second ration and the lambs in breed 2 with the first 
ration type. Likewise, it can be understood from Figure 
2, the live weight gains of the lambs in breed 1 and breed 
2 are quite similar when the first ration type is used or 
significant differences are not observed between live 
weight gains of the lambs in both breeds when ration 1 is 
used in feeding the lambs. Live weight gains of the lambs 
in breed 2, however, are higher when the second ration 
type 2 is used. Therefore, the desired live weight gains will 
not be achieved for such cases if the lambs in breed 2 feed 
with the first ration and the lambs in breed 1 feed with the 
second ration. In this case, the following is asked: which 
ration type is better or which type of ration should be used 
in feeding lambs in breed 1 and breed 2? It depends on 
the breed. That is why an interaction effect is also known 
as ‘it depends effect’. Thus, since it can be able to cause 
getting unreliable results and limit the generalizability of 
the results, it will not be convenient trying to interpret the 
main effect(s) without considering the interactions if there 
is a statistically significant interaction effect(s). As it can 
be easily seen in the above examples, they cannot answer 
the question about which ration type is better without 
knowing the breed. Let us assume a researcher wants to 
determine which ration is the best for lambs in breed 1 and 
breed 2. However, suppose that he forgot to include the 
interaction effect and assessed only the main effect of type 
ration and breed. In this case, he will make his decision 
only based on the main effects plots (Figure 3 and Figure 
4) below.

Based on main effect plots, the researcher would 
choose the second ration for the lambs in breed 1 because 
they each produce higher live weight gain (Figure 3). For 
the situation presented in Figure 4, the researcher would 
choose the first ration for the lambs in breed 2. However, 
since the interaction effects are significant for both cases, it 

will be quite misleading to reach such conclusions. A main 
effect here is the effect of a factor on an interested variable 
(dependent variable)–ignoring all other factors. Therefore, 
a main effect for breeds says that there is a difference 
between the breeds, regardless of ration types. Likewise, 
a main effect for ration types says that there is a difference 
between the ration types, regardless of the breeds. As it can 
be seen from Figure 1, there is clearly an interaction effect 
here (p < 0.001). As it is noticed from Figure 1, there is an 
obviously large change in the mean of the live weight gain 
for breed 2, but not for breed 1. Actually, this is a good 
example of a case where both main effects will be significant 
(p < 0.001 and p = 0.002) alongside the interaction effect, 
but main effects are not meaningful here [3,12].

Although there is a statistically significant interaction 
effect, in some cases, it is possible to interpret the main 
effects (for example, if there is no parallelism in the 
interaction chart, but one level of a factor is always higher 
in all levels of the other factor). However, in general, 
(especially there is a cross line on the figure) interpretation 
of the main effects will not be appropriate in case of the 
presence of an interaction effect. As a result, when you have 
statistically significant interactions, you cannot interpret 
the main effect without considering the interaction effects. 
Likewise, when Figure 2 is examined, it is also clear that 
there is a significant interaction effect. If one tries to 
interpret the main effect of the breed without considering 
the ration type × breed interaction he or she will conclude 
that there is a significant difference between the means 
of the live weight gains of the breeds, regardless of ration 
types. That may be technically true if averages of the breeds 
are compared regardless of the ration types. However, this 
conclusion or approach is only valid on average across the 
ration types because of the large difference in the second 
ration. Therefore, it is not true for each ration type. As a 
result, to conclude that the means generally differ across 
the breeds, regardless of ration types, is not really accurate. 
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Figure 1. Interaction plot for live weight gain 

Figure 1. Interaction plot for live weight gain.

 

 

 

Figure 2. Interaction plot for live weight gain 

 

Figure 2. Interaction plot for live weight gain.
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However, there are some situations where the interaction 
does not affect the main effects. In such cases, interpretation 
of the main effects can be meaningful (Figure 5 and Figure 
6). As it is well known that parallel lines in the interaction 
plots indicate that there is no interaction effect while 
different slopes suggest that one might be present. As it 
can be seen from Figure 5, the lines are not parallel. This 
shows that a significant interaction effect might have 
occurred. Although this figure is basically identical to 
Figure 2, what makes the main effect of breed meaningful 
here, despite the interaction, is that the first breed’s mean 
is always higher than the second breed’s for both ration 
types. Therefore, that is a meaningful main effect here and 
it says that the lambs in the first breed do generally have 
higher live weight gain means, regardless of the types of 
ration you feed the lambs. Therefore, it will be useful to 
consider the main effects as well in such cases although 
there is a significant interaction effect. It is because if the 
main effects are ignored in such cases, it might cause to 
ignore the fact that the lambs in the first breed not only 
changed more but started higher (Figure 5.).

Therefore, it will be beneficial to keep in our mind that 
in cases where the interaction effect is significant, it might 
be useful also to consider the main effect(s) alongside the 

interaction effect. As a result, if one has both a significant 
main effect and a significant interaction, it will be useful 
and it does not assume the main effect will be meaningless.  
It may be important.

One of the other important points that need to be 
considered is that the researchers should consider effect 
size when they interpret the results. That way, it will be 
possible to get information on both the statistical and 
practical significance of the observed differences. It is 
because, in practice, the researchers are commonly reported 
the p-value that shows only the statistical significance of 
the observed difference, finding a statistically significant 
difference among the group does not mean that this 
difference is also practically significant. Notwithstanding, 
most of the researchers believe that finding a smaller 
p-value shows that the observed difference among the 
group means it is very significant [13]. However, statistical 
significance is a function of sample size. Thus, very small 
differences may be found as statistically significant when 
studying with large samples while huge differences may 
not be found statistically significant in case of working with 
small sample sizes [3,14–16]. That is why only the reporting 
of p-value is not enough for both evaluating statistical and 
practical significances of observed differences among the 
treatment groups. Therefore, especially in studies related 
to applied science, it will be very beneficial to evaluate both 

 

 

 

 

Figure 3. Main effects plot for live weight gain 

 

 

 

 

 

 

 

Figure 4. Main effects plot for live weight gain 

 

 

 

Figure 3. Main effects plot for live weight gain.

Figure 4. Main effects plot for live weight gain.

 

 

 

Figure 5. Interaction plot for live weight gain 

 

 

 

 

 

 

 

 

 

 

Figure 6. Main effects plot for live weight gain 

 

 

 

 

 

 

Figure 5. Interaction plot for live weight gain. Figure 6. Main effects plot for live weight gain.
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the statistical and the practical significance of the observed 
difference simultaneously. That way, it will be possible to get 
more detailed information about the effect of the factor(s) 
in the study. For this aim, different effect size measures 
have been proposed namely Eta-Squared, Partial Eta-
Squared, Omega-Squared, and Epsilon-Squared [15–22]. 
That is why most reputable journals are looking for such 
authors for reporting some effect size measures that would 
provide information regarding practical significance along 
with p-value. Therefore, in this study, we will discuss the 
factorial experiments with a different perspective to show 
how we get more detailed and generalizable results. All 
discussions will be done based on three different scenarios 
generated from using the mean and standard deviation of 
a real data set which obtained an experiment conducted to 
investigate the effect of two factors (ration type and breed) 
on the live weight gain of lambs.

2. Materials and methods
The material of this study consisted of random numbers 
generated from three normal distributed populations 
with equal variances for two factors namely ration type 
and breed.  Each subgroup contained 10 observations. 
Therefore, number of replications for this study was 10. 

Average and standard deviations of a real study which 
carried out to investigate the effect of different ration types 
on live weight gains of lambs in two different breeds were 
used in generating random numbers.

Since there are two factors namely ration type and 
breed following statistical models have been used in 
analyzing data sets.

Model: Yijk = μ + αi + βj + (αβ)ij + εijk
Where
Yijk: is the live weight gain of the kth lamb 
μ: General population mean
αi : Effect of ith breed (i = 1, 2)
βj: Effect of jth ration type (j = 1, 2)
(αβ)ij: Effect of breed by ration type interaction
εijk: Random error term

3. Results
Results of factorial ANOVA for three experimental cases 
and interaction plots for ration type by breed have been 
presented in Table 1, Table 2, Table 3, and Figure 7, 
Figure 8, and Figure 9, respectively. How the results of the 
factorial experiments should be interpreted and in which 
cases it may be meaningful to interpret the main effects 
together with the interaction effect are discussed in detail 

Table 1. Anova results for the first scenario.

Source of variation p-value Effect size (contribution) Total effect size

Breed 0.142 1.65 85.88
Ration type 0.001 11.48
Breed × ration type int. <0.001 72.75

Note 1: Contribution stands for effect size values
Note 2: The effect size value of above 0.20 is generally evaluated as practical significant as well

Table 3. Anova results for the third scenario.

Source of variation p-value Effect size (contribution) Total effect size

Breed <0.001 2.34 96.33
Ration type 0.002 86.29
Breed × ration type int. <0.001 7.60

Table 2. Anova results for the second scenario.

Source of variation p-value Effect size (contribution) Total effect size

Breed 0.002 3.92 66.48
Ration type 0.142 27.26
Breed × ration type int. <0.001 35.30
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on these results. The question if interpreting main effects 
might be meaningful despite a significant interaction effect 
rises especially when both interaction and main effect(s) 
are important. In order to answer this question, we will 
focus on the results of three scenarios namely cases 1, 2, 
and 3, respectively. That way, it will be possible to give 
an answer to this question more easily and clearly. When 
interaction plots and ANOVA results related to case 1, case 
2, and case 3 are evaluated together, it can be easily seen 
that interaction terms are significant for all three cases. Let 
us begin to evaluate the results of case 1.
3.1. Results of case 1
For the case 1, both interaction effect (p < 0.001) and 
main effect of ration type are significant (p = 0.001). That 
means the effect of ration type on weight gain of the lambs 
varies depending on ration type. In this case, it will not be 
appropriate to evaluate the effect of breed and ration type 
separately. The effect sizes related to the interaction and 
ration type are another indication that it is not appropriate 
to interpret the main effects separately. As can be seen 

from the ANOVA table, the effect size value of interaction 
(72.75%) is obviously higher than that of the ration type 
(11.48%). Therefore, 72.75% of the variation in the weight 
gains of the lambs can be explained by interaction while 
only a little part of variation can be explained by the ration 
types. This result is also one of the important indicators that 
the interaction effect is both statistically and practically 
significant and it shows that interpreting the main effects 
will not be meaningful.
3.2. Results of case 2
When ANOVA table related to case 2 is examined, it is 
seen that the interaction effect is significant as in case 1. 
However, interaction plots for case 1 and case 2 show a 
little bit different patterns. This is because, in case 1, while 
the effects of interaction and ration type are significant, in 
case 2, however, the effects of the breed and interaction 
are significant. However, since there is a cross line in both 
charts (Figure 7 and Figure 8), the mean of one level of one 
factor will always not be higher in both levels of the other 
factor. As can be seen from the ANOVA table, the effect 
size value of interaction (35.30%) is still higher than that of 
the breed (27.26%). This is also one of the indicators that 
the interaction effect is both statistically and practically 
significant.
3.3. Results of case 3
When ANOVA table and interaction plot related to case 
3 are examined, it is seen that the interaction effect is 
significant as in case 1 and case 2. However, the interaction 
plot for case 3 obviously shows a different pattern. As it 
can be seen from the interaction plot, the mean of the first 
breed is always higher than the second breed for both ration 
types. Therefore, interpreting the main effect might be 
meaningful in such cases even the presence of a significant 
interaction effect. The obviously high effect size value of 
the breed is another indication that especially interpreting 
the main effect of the breed might be meaningful. It is 
because; the breed can explain 86.29% of the variation in 

 

 

Figure 7. Interaction plot for live weight gain for case 1 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. Interaction plot for live weight gain for case 2 
 
 

 

 

 

 

 

 

 

Figure 7. Interaction plot for live weight gain for case 1.

Figure 8. Interaction plot for live weight gain for case 2.

 

 
 

 

Figure 9. Interaction plot for live weight gain for case 3 
 
 

 

 

 

 

 

 

 

Figure 9. Interaction plot for live weight gain for case 3.
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the live weight gains of the lambs. However, a very small 
part of the variation (only 7.60%) in the weight gains of the 
lambs can be explained by the interaction term (despite 
presence of a significant interaction effect). This amount 
of variation is not evaluated as practically significant. 
Therefore, it will be beneficial to keep in our mind that 
in cases where the interaction effect is significant, it might 
be useful also to consider the main effect(s) alongside the 
interaction effect. As a result, if one has both a significant 
main effect and a significant interaction, it will be useful, 
and it does not assume the main effect will be meaningless. 
It may be important.

4. Discussion
Because of the different advantages of the factorial 
experiments, they are commonly used in agricultural 
research as in other branches of applied science. One of the 
biggest advantages of factorial designs is that they allow 
researchers to look for interactions between the factors 
[23–25]. Factorial experiments are also very efficient, 
can have high test power even if they have relatively few 
observations per experimental condition or subgroup, 
and provide extra information which cannot be obtained 
when using single factor designs. Despite important 
advantages of factorial experiments over single factor 
experiments, many researchers are still unable to analyze 
factorial experiments, interpret and present the results in 
the correct and efficient way.

In practice, especially in agriculture and biological 
science-based studies, one of the most frequent questions 
to statisticians is when the interaction effect is significant, 
whether the main effect(s) can be interpreted or not. From 
the statistician’s point of view, if the interaction effect is 
significant, in this case, the interpretation of the main effects 
is meaningless. Since the presence of the interaction effect 
indicates that the effect of one factor depends on the other 
factor(s), and thus it will not be appropriate to evaluate 
the main effect of each factor separately. This is because 
it will be difficult to make a general statement about the 
effect of a factor when the size of the effect depends on 
the level of a second factor. When an interaction is large, 
the corresponding main effects have very little practical 
meaning. Consequently, when the interaction is present, 
the main effects of the factors involved in the interaction 
may not have much meaning. As it is stated by De Gonzales 
and Cox (2007) [26] interaction is one of the fundamental 
concepts of statistical analysis of factorial experiments. 
Establishing the presence or absence of interaction may be 
a key to the correct interpretation of data. Therefore, since 
the presence of interaction between the factors limits the 
generalizability of main effects, it will not be appropriate to 
focus on main effects when there is a significant interaction. 
If the interaction is present, there is an indication that the 

differences among the levels of a factor depend on the 
level of the other factor [27]. However, due to the difficulty 
and inability of the researchers to interpret the results of 
factorial experiments, erroneous inferences about the effect 
of treatments on response were observed [4]. Cardellino 
and Siewerdt (1992) [9] reported that a comparison 
of marginal averages without considering possible 
interactions is an example of such an error. Bertoldo et al. 
(2008) [5] noted that 72% of the published studies in the 
factorial experiments were incorrect when tests of average 
comparison were conducted. They reported that the reason 
for this problem was that the significant interaction effect 
was ignored and the factors were evaluated separately [2]. 
As Silva (1999) [28] reported that for experiments designed 
in a factorial scheme, the conclusion to be drawn will be 
changed depending directly on the presence or absence 
of interaction. If ANOVA results show nonsignificant 
interaction effect, in this case, complementary procedures 
of the main effects of factors are carried out, and the effect 
of the interaction is disregarded [29]. However, in the 
presence of significant interaction, an evaluation of the 
results requires a comparison of the levels of a factor inside 
the fixed levels of another factor [11]. In other words, the 
inferences about one of the factors depend directly on the 
level of the other factor [2,30]. 

As a result, the factorial experiments are the only way 
to discover interactions between variables. The presence of 
interaction shows how the factors or independent variables 
work together in terms of impacting the dependent variable. 
In another way, the presence of a significant interaction 
indicates that the effect of one factor depends on the level 
of the other factor. Therefore, including interaction terms 
in the model is extremely important since it provides the 
researcher with a better representation and understanding 
the relationship between the dependent and independent 
variables and helps explain more of the variability in the 
dependent variable. An omitted interaction effect from 
a model where a nonnegligible interaction does in fact 
exist may result in a misrepresentation of the relationship 
between the independents and dependent variables. It 
could also lead to a bias in estimating model parameters. 
However, it will not always be a correct approach to think 
that the main effects will not have any meaning in cases 
where the interaction is significant. As shown in case 3 
above, in some cases the interpretation of the main effects 
may be meaningful, despite a significant interaction effect. 
Of course, when deciding on this, it should be remembered 
that ANOVA results, interaction plots, and effect size 
values should be evaluated together. Another important 
issue when interpreting and reporting statistical analysis 
results is the practical evaluation of the observed difference 
or effect. For this purpose, effect size measures are used. 
Effect size (ES) is a measure of the size or magnitude of a 
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treatment effect. Therefore, effect size answers the question 
“How big is the difference between the group means?”. The 
answer of this question is important for making decision. 
Because effect size measures help us to evaluate if the 
size of the effect in the population is large enough to be 

interest (or evaluate practical significance of the observed 
difference). That is why, especially recently the journals 
increasingly require the reporting of the effect size for 
publications.
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