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1. Introduction 
Data mining (DM) is an information technology that 
is gaining momentum today and is also technologically 
advancing and is defined as a method applied to reveal the 
desired important information hidden in large data sets 
[1]. It can be recommended to use data mining algorithms, 
especially in case of violation of the distributional 
assumptions regarding the examined variables. CART, 
CHAID, Exhaustive CHAID, MLP, and naive Bayes, 
artificial neural networks (ANN), and MARS are examples 
of data mining algorithms. In the field of livestock, these 
algorithms, which were used for classification purposes 
in previous studies, are especially important [2]. Using 
the most appropriate data mining algorithm on subjects 
such as characterization of breeds, characterization of 
sex, characterization of progeny ratio, characterization of 
mastitis will be important in terms of developing the right 
strategies in animal husbandry. Therefore, the use of the 
most appropriate algorithm for classification contributes 

to the breeders in terms of defining the breed standards 
of the breeds studied [2]. In other words, these algorithms 
can be used for two-level dependent variables (sex, birth 
type, pregnancy status) in the field of livestock. Different 
methods such as classification functions (CF), ANN, 
multivariate adaptive regression curves (multivariate 
adaptive splines, MARS), logistic regression (LR) and 
classification trees and discriminant analysis are used 
to classify the research model [3]. Logistic regression 
is considered one of the most popular approaches for 
classification of binary data [4]. Researchers from various 
disciplines such as statistics, machine learning, and data 
mining have engaged in classification using logistic 
regression from available data. LR to study successful 
pregnancy in cows and buffaloes involving animal 
husbandry has been used successfully in many problems 
such as detecting lameness in cows and clinical mastitis 
[5,6]. Süt and Şimşek [7] compared six different decision 
tree algorithms (classification and regression tree (CART), 
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CHAID, exhaustive-CHAID, QUEST and boosted tree 
classifiers and regression (BTCR)) with each other in terms 
of classification performance to estimate the death rate 
resulting from head injury accidents. The performances 
of the evaluated algorithms were compared using criteria 
such as sensitivity, specificity, positive/negative predictive, 
and accuracy rate. In addition, the areas under the ROC 
curve of all algorithms were estimated. Grzesiak et al. [5] 
used naive Bayes classification (NBC) and CART methods 
to determine the effect of factors affecting fertility in 
dairy cattle. In the study, lactation number, artificial 
insemination season, cow’s insemination age, rate of HF 
genes in cows, pregnancy rate, gestation period, milk 
protein and fat yield, and sex at previous calving were taken 
as independent variables. The dependent variable was 
evaluated as binary (one cow conception after one or two 
artificial inseminations) and poor (one cow conception 
after more than two artificial inseminations) progeny. 
Piwczynski [8] evaluated 6586 heads of Polish Merino 
aged 2 to 8 years in terms of reproductive performance 
index from ten herds in Pomarze and Kujavay region of 
Poland. In the study, CART classification algorithm was 
used to define the variables responsible for the variation 
in the number of lambs obtained from the mated sheep. 
It was determined that the most important independent 
variables were maternal age, herd, birth type, and 16th 
month live weight of sheep. In addition, it was reported 
that the factors included in the model (herd, maternal age, 
birth type, body weight) were effective on the number of 
lambs obtained per mated sheep. Piwczynski et al. [9] used 
some classification algorithms to determine the effects of 
factors affecting stillbirths and calving ease in a population 
of 1257 Holstein cows. In this study, classification trees 
obtained using CART and QUEST algorithms were 
evaluated according to three separation criteria (Pearson’s 
chi-squared, entropy function, and Gini index) and five 
goodness-of-fit criteria. In the study, when the order of 
importance of the variables that affect the ease of calving 
is examined, it has been reported that the live weight, 
lactation order, rearing system, length of gestation, and calf 
sex are followed, respectively. It was determined that only 
calf birth weight variable was effective on stillbirth. Yılmaz 
[2] compared the prediction performance of some data 
mining algorithms in terms of birth type in sheep. For this 
purpose, CART, CHAID, exhaustive CHAID, naive Bayes, 
and MLP algorithms have been applied. Accuracy (%), 
sensitivity, specificity, and area under the ROC curve were 
calculated to find the best algorithm within the prediction 
performance. Within the scope of the research, sex (female 
and male), farms (Mastung, Quetta, Noshki), maternal age, 
birth weight, and lambing season and year were used as 
independent variables. It was observed that all algorithms 
used in the research showed superior performance.

MARS method, commonly known as a modification 
of the CART algorithm, is a powerful data mining tool 
for solving regression and classification problems. In 
the study on MARS by Grzesiak and Zaborski [10], the 
best model was used to predict pregnancy in cows in 
the test set and validate the quality of this prediction. It 
is practically important to determine the factors affecting 
the status of the two-level dependent variable and to set 
the standards for the breed of the animal studied. When 
the literature is examined, it has not been determined how 
to perform statistical analyses to be solved with MARS 
algorithm instead of LR in classification-type problems 
involving two-level (sex, birth type, pregnancy status) 
dependent variables in the field of livestock. In addition, 
no studies were found on which R packages (earth and 
caret) to be used and how to create training and test sets 
within the scope of evaluating the generalization ability 
of the model [2]. However, it has been determined that 
there is no practical and application-oriented detailed 
information about the interpretation of the area under 
the ROC curve using MARS and R, the modeling phase, 
and the measurement of the generalization ability of the 
established model [11].

In this study, a classification approach is presented for 
binary data in which logistic regression is updated with 
MARS to address this deficiency. The model in the study 
was used to predict conception in cows in the test set and 
to validate the quality of this prediction. In this respect, 
the classification performance of the MARS algorithm for 
the pregnancy status of Holstein cattle used in the study 
was performed. To determine algorithm, criteria such as 
correct classification rate, sensitivity, specificity, and area 
under the ROC curve were calculated.

2. Materials and methods 
2.1. Materials
The animal data of the experiment were obtained from a 
private farm named Gökcan Agriculture and Livestock in 
Konya-Karapınar. These data consist of milk yield records 
of 172 head dairy cows of Holstein breed for 2020. While 
animal concentrated feed raw materials are soybean meal, 
sunflower seed meal, corn, barley, razmol carob, soybean 
husk, molasses; roughage raw materials consist of alfalfa 
grass, corn silage, and sorghum Sudan grass. The rations 
of these animals are made by the relevant engineer on the 
farm using these feed materials. The automatic drinkers 
of the animals are adjusted. Thus, it was ensured that the 
daily water needed by the animal was always in front of 
them and was available individually and freshly.

The classification variable in the study was coded as a 
binary variable. Pregnancy status was accepted as positive 
and coded as “1”, other statuses were negative (fresh, 
inseminated, and cut) and coded as “0”. The dependent 
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variable used to perform the classification in the study was 
determined as pregnancy status (PS). PS was determined 
for dependent variable used to perform the classification 
in the study. The number of lactations (LN), lactation 
period (LP), insemination number (IN), cow age (AGE), 
7-day mean milk yield (SDMY), total lactation milk 
yield (TMY), and last lactation milk yield (LLMY) were 
determined for independent variables.
2.2. Method
2.2.1. MARS algorithm
The MARS method proposed by Friedman [12] can 
be defined as a combination of machine learning with 
a purely classical approach. It is the selected weighted 
sum of spline functions (or basis functions) used to 
generate the variation of individual explanatory variables 
[13]. The resulting model may be additive or involve 
interactions between variables. MARS does not make 
any assumptions about the basic functional relationships 
between dependent and independent variables. This 
model is a generalized additive model and is based on 
the divide-and-conquer§ strategy. It divides the training 
and test datasets into separate linear splines with different 
gradients. In the model, the variable is included in the 
model and has different weight coefficients and different 
signs depending on whether it is above or below a certain 
threshold. In general, the splines are interconnected in 
the model, and these piecewise curves, also called basis 
functions (BF), produce a flexible model that can handle 
linear and nonlinear behavior. The connection points 
between the parts produced by this model are called nodes. 
By marking the end of one data field and the beginning of 
another data field, candidate nodes are placed at random 
locations within each input variable range [14]. MARS 
generates BF by progressively searching for all possible 
univariate candidate nodes and the interaction between 
all variables. It allows the adaptive regression algorithm 
to automatically select the node location. The MARS 
algorithm, which includes a forward stage and a reverse 
stage, places candidate nodes at random locations within 
the range of each predictive variable to identify a pair of 
BFi in the forward stage. At each step, the model adjusts 
the nodes and appropriate BF pairs to minimize residuals 
in the sum of squares. This BF addition continues until the 
maximum number is reached and often results in a model 
that is too complex and too cohesive. The backward step 
involves deleting the redundant BF that contributes the 
least to the model’s goodness of fit. Each main function is 
then refitted, and each reduced suboptimal model is tested 
with the generalized cross-validation (GCV) method to 
avoid overfitting. The model with the lowest GCV score is 
considered the best [15]. Multivariate adaptive regression 
spline data mining algorithm was conducted as described 

by Çelik and Yılmaz [14]. Briefly, the MARS algorithm was 
used as follows:
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where ŷ is the predicted value of the dependent variable, 
β0 is the constant in the MARS prediction equation 
(intercept), βm is the coefficient of the fundamental 
functions in the MARS estimation equation, hkm (Xv(k.m)) 
is the basic function in the MARS estimation equation, 
v(k,m ) is the index of the independent variable used in the 
mth component of the kth factor, and Km is parameter value 
that limits the degree of interaction [14, 16]. The pruning 
algorithm is done with the GCV technique [16–22]. GCV 
considers both errors and model complexity. 
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where n is the number of observations in the data set, yi is 
the dependent variable value of the observation value, yip 
is dependent variable predictive value of the observation 
value, and M(λ) is the penalty function for the complexity 
of the model containing λ terms. The MARS algorithm is 
constructed with piecewise linear basis functions (BFi) of 
the following form:
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where x is the variable range and t is the node. The MARS 
model is a linear combination of fundamental functions:
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where Yi is the dependent variable, a0 is the intersection, 
and a1 and a2 are the coefficients of the respective 
principal functions [15–17, 21, 23]. The MARS model is 
a linear combination of basis functions: An example of 
three-part linear functions or curves (BF1, BF2, and BF3) 
interconnected at two points or nodes created by a simple 
RStudio software [24] for better understanding of the 
model is shown in Figure 1. 

Splines (MARS) model is represented by a three-part 
linear basis function (BF1, BF2, and BF3) connected by 
nodes (shown in blue) and where BF1 = max (0, x-3) and 
BF2 = max (0, 3 - x) and BF3 = max (0, x -6). In this case, 
the nodes are t = 3 and 6. These two nodes limit the input 
range x in three regions where different linear relationships 
are detected between the response and x explanatory 
variable (Figure 1) [18,25–27]. In addition, in the study, 
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the optimum number of terms (nprune) that provides the 
highest accurate classification rate (accuracy) was found 
with the train function of the caret package. Determining 
the degree of interaction, how R command lines should 
be created has been shown in detail [25]. The probability 
of being pregnant (positive) within the scope of binary 
logistic regression analysis: 
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2.2.2. ROC curve
Receiver operating characteristics (ROC) analysis used in 
research is a method that is frequently used to measure 
the performance of research data or to compare the 
performance of more than one research data. The area 
under the ROC curve is used as an important criterion 
for the accuracy of research tests [2, 18]. Each point on 
the ROC curve represents a sensitivity/specificity pair 
corresponding to a given decision threshold. A test in 
perfect classification (no overlap in the two distributions) 
has an ROC curve passing through the upper left corner 
(100% sensitivity, 100% specificity). Therefore, the closer 
the ROC curve is to the upper left corner, the higher the 
overall accuracy of the test is [28, 29]. The ROC curve 
graph used in classification-type surveys is a graph used 
to summarize the performance of the classifier over all 
possible values (Figure 2). 

It is generated by plotting the ratio of true-positive 
values (sensitivity) (x-axis) versus the ratio of false-
positive values (specificity) (y-axis) when you change the 
threshold for assigning observations to a particular class. 
The ROC curve is used to generate a sensitivity/specificity 

report. The area under the curve (AUC) is a measure of 
how well a parameter can be distinguished between two 
classes [25, 29, 30].
2.2.3. Calculation of confusion matrix and statistics value
A confusion matrix is a table often used to describe the 
performance of a classification model on a set of test 
data for which the actual values are known. An example 
confusion matrix is given in Table 1. 

Equations based on a confusion matrix related to the 
ROC analysis used in the research are given as follows [2, 
6, 20, 29, 30]:
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Figure 1. A graphical representation of a simple multivariate adaptive regression splines 
model. As shown in red line represented by a three-part linear basis function (BF1, BF2, 
and BF3) connected by nodes. Nodes show regions of relationship change between the 
explanatory and target variable. These two nodes limit the input range for the variable X in 
three regions where different linear relationships between the response and the explanatory 
variable were detected.
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2.2.4. Statistical analysis
Descriptive statistics of quantitative and qualitative 
features were estimated using the “psych” package from 
the R package [31]. In the study, R-software [ 24] was used 
to generate insemination results using other independent 
variables related to milk yield in Holstein dairy cattle.   

3. Results 
Lactation ranks of the cows within the scope of the 
evaluation in the dairy cattle farm, lactation milk yield and 
descriptive values for each lactation group age are given 
in Table 2. 

In the study, MARS approach was applied instead 
of binary logistic regression analysis to perform the 
classification situation for 8 dependent and independent 
variables in 172 data of dairy cattle. For this purpose, an R 
script file was created. To see the structure of the focused 
data set, str (data) should be defined in the R Console or 
R Script window. Data $PS <-as.factor (data$PS) has been 
defined to save the related variable as a factor variable. 
With the definition of table (data$PS) in R Console or 
Script window, it was determined that the number of 
nonpregnant (negative: 0) cows was 114 heads and the 
number of pregnant (positive: 1) animals was 58 heads 
[25]. It is seen that the percentage of being pregnant is (58 
/ 172) × 100 = 34%. Necessary definitions are made to see 
the ratio of pregnant (positive/negative) animals assigned 
to the training and test set, respectively. In addition, the 
ratio of pregnant (positive/negative) animals for the 
training and test set should be the same balanced. This 
is an important condition for the data set on study. The 
positive/negative (92:47 = 1.96) ratio of the pregnancy 

Figure 2. ROC curve plotted with (100-Specificity), selectivity 
values corresponding to the sensitivity value.

Table 1. An example model confusion matrix.

Estimated value

Real value 1 0

1 (A) (B)
0 (C) (D)

Table 2. Descriptive statistics for the variables. 

Variables N Min 1st Qu. Median Mean 3rd Qu. Max

LP (days) 172 3 93 162 191 223.2 1036.0
LN 172 1 1 2 2.314 3 6
AGE (months) 172 24 33 45.50 50.61 65.25 113.00
PS 172 0 0 0 0.3372 1 1
SDMY (kg) 172 0.00 19.02 26.90 25.76 32.00 51.30
TMY (kg) 172 39 2840 4034 4655 6062 18070
LLMY (kg) 172 0 12 5882 4710 8114 12605
IN 172 0 0.750 1 1.884 3 10

LP: lactation period (days); LN: number of lactations; AGE: cow age (months); SDMY:7-day mean milk 
yield (kg); PS: pregnancy Status; TMY: total lactation milk yield (kg); LLMY: last lactation milk yield 
(kg); IN: number of inseminations
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status in the training set and the positive/negative (22:11 
= 2) ratio in the test set are calculated, and as can be seen 
in the calculation result, it is balanced/proportional [25]. 
Here, with the help of the initial split function in the R 
Script window, p = 0.70 is defined to divide the training 
and test set by 70% and 30%). In the research, the number 
of terms producing the highest accuracy and the degree of 
interaction were determined by using the train function of 
the caret package. As a resampling method in the research, 
a definition of cross-validation of 10 was selected. For the 
MARS model, the model with the best performance was 
determined between the 2- and 40-term MARS candidate 
models created for the 1st, 2nd, and 3rd interaction degrees. 
According to the results of the analysis, it is seen that the 
most suitable MARS model with the highest accuracy level 
created by the train function of the caret package includes 
9 terms (nprune = 9) and quadratic interaction (degree = 
2) terms (Table 3). How to calculate the probabilities of 
being pregnant (1) or not pregnant (0) belonging to the 
dependent variable levels of each individual forming the 
researched data set with the MARS estimation equation 
can be shown by using Equation (5) [20, 25].

According to the MARS estimation equation, while the 
constant suffix was found to be 3.961, 3 basic variables had 
a positive effect, and 5 basic variables had a negative effect. 
The BF2 variable of the largest positive effect was 0.091 
and the BF3 basic variable was the largest negative effect 
with –25.414. When Table 3 was evaluated, it was seen that 
while LP, IN, AGE, LN, TMY variables were important in 
finding the possibility of being pregnant, other variables 
were not. As a result of the analysis, the MARS estimation 
equation was found as:

GLM = 3.9614 - 0.051 × max (0, 223 - LP) + 0.0911 × 
max (0, LP - 223) - 25.4142 × max (0, 1 - IN) - 1.4577 × 
max (0, IN - 1) + 0.016 × max (0, LP - 223) × LN - 0.0019 
× max (0, LP - 223) × AGE + 0.0505 × max (0, 223 - LP) 
× max (0, 1 - IN)- 0.1334 × max (0, 4305 - TMY) × max 
(0, IN - 1) .

The graph showing the variation of the accuracy rate 
according to the number of terms and degree combinations 
is given in Figure 3. 

When Figure 3 is examined, it is seen that the highest 
accuracy can be obtained with the 9-term MARS model 
containing first-degree interaction (degree = 2) [2, 11, 20, 
25]. The overall accuracy rate of the cross-validation for the 
training data set was found to be 0.8489. It was understood 
that 66.2% of the pregnancy status of the 92 heads of the 
training set was negative and the remaining 33.8% was 
positive. With cross-validation, 58.3% of the nonpregnant 
animals, which constitute 66.2% of the training set, were 
classified correctly and 7.9% were incorrectly classified. 
Likewise, 26.6% of the animals that were pregnant, 
33.8% of the training set were classified correctly, and the 
remaining 7.2% were incorrectly classified [2, 11, 25].

To draw the ROC curve and find the area under the 
ROC curve, R definitions and the “library (pROC)” 
package were used. The representation of ROC curves for 
individual classifiers, which includes both the specificity 
and the complement of sensitivity, is shown in Figure 4. 

The fact that the area under the ROC curve is close to 
the value of “1” is a sign that the match between specificity 
and sensitivity is perfect. However, to mention that the 
classification performance of the MARS algorithm is 
particularly good, it is necessary to look at the performance 

Table 3. Coefficients of the MARS model and results of MARS analysis.

Basis Functions (BFi) Coefficients

Intercept  3.961

BF1 max (0, 223 - LP) –0.051
BF2 max (0, LP - 223)  0.091
BF3 max (0, 1 - IN) –25.414
BF4 max (0, IN - 1) – 1.458
BF5 max (0, LP - 223) × LN  0.016
BF6 max (0, LP - 223) × AGE –0.002
BF7 max (0, 223 - LP) × max (0, 1 - IN)  0.051
BF8 max (0, 4305 - TMY) × max (0, IN - 1) –0.133

LP: lactation period (days); LN: number of lactations; AGE: cow age (months); 
TMY: total lactation milk yield (kg); IN: insemination number; BFi: piecewise linear 
basis functions. The values corresponding to the piecewise linear functions of the 
fundamental functions in the estimation equation created here are given as BF1, 
BF2,..,.BF8, respectively.
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of the test data set. Accordingly, definitions are made in the 
R Script window and the value of the area under the ROC 
curve (area under the curve (AUC) : 0.947) is checked [2, 
25, 28]. 

As can be seen from Figure 4, the optimum sensitivity 
(at the point where the ROC value for specificity is 0.5) 
for all classifiers is 0.947 and the optimum specificity is 
close to 1. These values agree with the values in the studies 
by Grzesiak et al. [6]. To determine whether an animal 
is pregnant or not, a threshold value must be found. The 
probability value corresponding to the point where the 
sum of sensitivity and specificity is highest will form the 
threshold point. After the analysis with R, as can be seen 
from Table 4, the threshold point (A + B) was found to be 
0.35 cows with a probability of being pregnant (positive) 
value of 0.35 or greater were classified as pregnant. 
Otherwise, animals with a probability of being pregnant 
less than 0.35 are classified as not pregnant (negative) 
(Table 4). 

The classification success of the MARS algorithm is 
demonstrated with the confusion matrix (Table 5). 

The pregnancy statuses of 45 animals out of 47 animals 
with positive pregnancy status in the training set were 
classified as positive. Accordingly, when the pregnancy 
status is taken as a positive reference, the correct 
classification rate (sensitivity) of the animal with positive 
pregnancy status was found to be 45 / 47 = 0.9574. Of the 
96 pregnancy-negative animals in the training set, which 
were not actually pregnant, 77 were classified as pregnant-
negative. The correct classification rate (specificity) of 
pregnant animals was found to be 77 / 92 = 0.8370. The 
overall classification ratio of the training set was Accuracy 
= (45 + 77) / 139 = 0.8777 (Table 5) [25]. According to the 
relative importance graph created for the MARS algorithm 
within the scope of classification problems, it is seen 
that the variables LP, IN, AGE, and LN are important in 
determining the estimation equation, respectively (Figure 
5).

Figure 3. Classification performance graph of candidate MARS models. Red 
color: model with 1st degree interaction; green color: model with 2nd degree 
interaction; blue color: model with 3rd degree interaction. The product degree 
determines the highest classification accuracy.

Figure 4. ROC curve for the MARS algorithm (pregnant).
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When Figure 5 is examined, it is seen that LP, IN, 
AGE, and LN variables are important in estimating the 
pregnancy status determined according to the relative 
importance graph in determining the estimation equation 
with the MARS algorithm within the scope of classification 
problems, and this situation agrees with the literature [3, 5, 
7]. In Table 6, it is seen that the MARS model created gives 
reliable results because the general classification ratio in 
both the training set and the test set is above the sensitivity 
and specificity ratios of 0.80. 

4. Discussion 
Similarly, a detailed calculation of the values in the test set 
was made by Grzesiak et al. [6]. Yağanoğlu [32] showed 
that in the ROC curve method, which was applied to find 
the important cutoff point, the variable with the highest 
sensitivity and selectivity value emerged and the ROC 
curve method had an important diagnostic power in 
revealing whether the sheep were pregnant or not.

    In the present study, the AUC value (AUC = 0.947) 
was taken as the determining variable to determine the 
appropriate cut-off point. The AUC value also consists of 
sensitivity and selectivity values. Accordingly, the AUC 
value, which has high sensitivity and high selectivity, is also 
high. Thus, it shows parallelism in separating pregnant and 
nonpregnant animals in this study. 

In this case, the value of 0.947 obtained in the present 
study is compatible with those obtained by Akın et al. 
(0.986) [25] and Akben (0.905) [29]. In addition, due to 
the high ratios in both training and test sets, no overfitting 
problem was encountered. If these ratios were too high in 
the training set and too low in the test set, an overfitting 
problem would be observed. In addition, as can be seen, 
the values in the training set and the test set were found to 
be quite close to each other. Grzesiak et al. [6] evaluated 
the dependent variable as two-level (binary) as good and 
bad progeny and reported the accuracy of estimations 
(accuracy classification) as 83%. This value was found very 
close to the data of the study (accuracy classification: 81%). 
In this respect, it is like our current study. Süt and Şimşek 
[7] compared different decision tree algorithms (CART, 
CHAID, exhaustive-CHAID) with each other in terms 
of classification performance. The performances of these 
algorithms were found to be 0.801 and 0.954, respectively, 
using the criteria of sensitivity and specificity. Again, in 
line with this study, the areas under the ROC curve of all 
algorithms were calculated (p < 0.001). It was determined 
that the algorithm with the smallest area under the ROC 
curve was CART (0.801), and the hit rate for this algorithm 
was 91.1%. Yılmaz [2] calculated the accuracy rate (%), 

Table 4. ROC curve results for the MARS algorithm (pregnant).

Threshold point (Positive if
greater than or equal to) Specificity (A) Sensitivity (B) A+B

0.05 0.620 1.000 1.62
0.15 0.728 0.979 1.71
0.25 0.804 0.957 1.76
0.35 0.848 0.936 1.78
0.45 0.902 0.830 1.73
0.55 0.924 0.745 1.67
0.65 0.946 0.702 1.65
0.75 0.957 0.574 1.53
0.85 0.967 0.468 1.44
0.95 1.000 0.213 1.21

ROC: receiver operating characteristic; Threshold point: the probability value corresponding to 
the point where the sum of sensitivity and specificity is highest will form. Sensitivity: the correct 
classification rate of the animal with positive pregnancy status; Specificity: the correct classification 
rate of pregnant animals’ status.

Table 5. Cross-validated (10-fold) confusion matrix.

Confusion matrix

Real value

Estimated value 1 0

1 (pregnant) 45 15
0 (Not pregnant) 2 77
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sensitivity, specificity, and the area under the ROC curve to 
find the best algorithm within the prediction performance. 
Like the present study, the areas under the ROC curve of 
all algorithms were calculated (p < 0.001). The studied data 
is divided into two main parts as training set (80%) and 
test set (20%) for MLP algorithms. Within the scope of the 
research, sex (female and male), farms (Mastung, Quetta, 
Noshki), maternal age, birth weight, lambing season, 
and year were used as independent variables. It was 

determined that sensitivity, specificity, and overall correct 
classification rate was over 90% in all of the CART, CHAID, 
Naive bayes, C5, and multilayer perceptron classification 
algorithms. In other words, it was seen that all algorithms 
used in the research showed superior performance. It has 
been observed that the algorithm with the smallest area 
under the ROC curve is CART (0.801). The singularity 
rate was found to be 98.9%. In this study, the rate of being 
pregnant was found to be 81.28%, while 0.947 was below 
the ROC curve. The correct classification rate we found is 
compatible with those obtained by Süt and Şimşek [7] and 
Yılmaz [2]. As a result of the literature review, no studies 
were encountered except for a few studies on the use of the 
classification status of the method in the field of livestock. 
However, by using the results obtained, it is thought that 
a preliminary idea can be obtained in the determination 
of the pregnancy status by considering the lactation day, 
insemination number, age, total milk yield, and lactation 
number.

In conclusion, in estimating the pregnancy status, 
analysis was made with the MARS algorithm, and it was 
seen that the variables LP, IN, AGE, and LN, respectively, 
determined according to the relative importance graph, 
were important. Sensitivity was 95.74% for the training set 
and 90.91% for the testing set; 83.70% for the specificity 
training set and 81.82% for the testing set; the overall correct 
classification rate was determined to be 87.77% for the 
training set and 84.85 for the test set. In addition, the area 
under the ROC curve was 0.947 and the pregnancy rate was 
81.28%. It has been determined that there is no practical 
and detailed information on how to interpret the results of 
the analysis. In the future, within the scope of classification 
problems, these approaches can also be applied to predict 
multiple traits in animal species in determining the overall 

Table 6. Classification success graph of MARS (training and test 
set) algorithm results.

Statistics Training set 
mars result

Test set 
mars result

Accuracy 0.8777 0.8485
95% CI (0.8114, 0.9271) (0.681,0.9489)
No information rate 0.6619 0.6667    
p-value [Acc > NIR] 5.005e-09 0.0167    
Kappa 0.7441 0.6809    
McNemar’s test p-value 0.0036 0.3711    
Sensitivity 0.9574 0.9091    
Specificity 0.8370 0.8182    
Pos. pred. value (PPV) 0.7586 0.7143    
Neg. pred. value (NPV) 0.9630 0.9474
Prevalence 0.3381 0.3333
‘Positive’ class 1 1
Detection rate 0.3165 0.3030
Balanced accuracy 0.8920 0.8636
Detection prevalence 0.4173     0.4242

Figure 5. Relative importance graph of significant independent variables. LP: lactation period 
(days), AGE: cow age (months), LN: number of lactations, IN: insemination number, TMY: total 
lactation milk yield (kg).
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classification rate, prediction equation in both the training 
and test sets. With DM algorithms, which are easy to use 
and interpret, the independent variables that highlight the 
desired or undesirable feature in animal husbandry and 
the definition of combinations of these variables will form 
the basis for future studies.
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